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基于MQ实现订单系统的核心流程异步化改造，性能优化完成！

石杉老哥重磅力作：《互联网java工程师面试突击》（第3季）【强烈推荐】：

全程真题驱动，精研Java面试中6大专题的高频考点，从面试官的角度剖析面试

（点击下方蓝字试听）

《互联网Java工程师面试突击》（第3季）

1、万事俱备只欠东风：开始做项目！

经过之前一段时间的学习、忙活以及折腾，小猛终于把RocketMQ的核心架构原理，还有小规模集群的部署和压测，以及最终生产环境

的集群部署，全部都搞定了
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目前小猛手头已经有了一套3台NameServer机器+6台Broker机器的生产集群，而且对集群的生产参数都进行了适当优化，足以抗下每

秒十多万消息的处理。

小猛满意的盯着自己电脑屏幕上的一个生产部署架构图，回顾了一下自己的RocketMQ集群部署情况。

                        

现在既然已经有了一套MQ生产集群了，那下一步当然是基于MQ开始改造订单系统架构了！

应该全面在订单系统的各个环节引入MQ技术，来解决订单系统目前面临的各种技术问题，全面优化订单系统的各项指标！

2、从哪里开始入手改造订单系统？

小猛接着就开始思考了，之前跟明哥已经分析了很多订单系统目前面临的技术问题，到底应该从哪个点入手开始引入MQ技术进行架构

改造呢？

针对这个问题，小猛再一次请教了一下明哥。

明哥听到这个问题之后，给小猛分析了一下自己的看法。目前订单系统面临的技术问题包括以下一些环节：

下单核心流程环节太多，性能较差

订单退款的流程可能面临退款失败的风险

关闭过期订单的时候，存在扫描大量订单数据的问题

跟第三方物流系统耦合在一起，性能存在抖动的风险

大数据团队要获取订单数据，存在不规范直接查询订单数据库的问题

做秒杀活动时订单数据库压力过大

针对这些问题，实际上比较合适的就是从第一个问题开始解决，因为下单流程性能较差是目前比较明显的问题，而且是比较严重影响用

户体验的。而订单退款失败这种是属于小概率出现的问题，即使出现也可以通过人工处理给解决。

至于关闭过期订单存在大量订单数据扫描的问题，这个问题目前凸显还不严重，因为目前订单数据量还没有那么大。跟第三方物流系统

的耦合导致系统性能抖动，也是小概率出现的，并不是经常出现的。

而大数据团队直接查订单数据库跑报表出来，目前压力有点大，但是还不会对订单库造成过大的影响。

至于秒杀时订单数据库压力过大，也不是目前的主要问题，因为秒杀活动不是经常有，而且目前即使压力过大，但是MySQL部署在高

配置物理机上，基本上也能抗住的。

所以经过上述分析过后，明哥的建议是，从下单核心流程开始引入MQ技术进行改造，然后逐步解决订单退款失败问题、跟第三方物流

系统耦合导致的性能抖动问题、大数据团队直接查询订单库的问题、秒杀活动时订单库压力过大的问题、关闭订单时扫描大量订单数据

的问题。

3、技术方案：通过引入MQ实现订单核心流程的异步化改造

听完明哥的分析之后，小猛接下来就开始进入第一步，尝试在订单系统中引入MQ技术来实现订单核心流程中的部分环节的异步化改造

了。

首先小猛先回顾了一下支付订单的核心流程，如下图所示。
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现在每次支付完一个订单后，都需要执行一系列的动作，包括：

更新订单状态

扣减库存

增加积分

发优惠券

发短信

通知发货

这会导致一次核心链路执行时间过长，可能长达好几秒种。

不知道大家是否遇到过一些APP，有时候你下单过后跳转到第三方支付的界面（比如支付宝或者微信），然后等你成功支付过后，退回

到APP自己的界面上

此时APP上会显示一个圆圈不停的旋转，提醒你等待几秒钟让后台确认订单处理成功，这个等待的过程如果时间较长，往往对用户体验

是很不好的。

所以实际上我们需要的一个效果是：在用户支付完毕后，只要执行最核心的更新订单状态以及扣减库存就可以了，保证速度足够快。

然后诸如增加积分、发送优惠券、发送短信、通知发货的操作，都可以通过MQ实现异步化执行。

因此在这个思路指导下，小猛画出了一个订单核心流程的改造图。

                        

在上面的图里，订单系统仅仅会同步执行更新订单状态和扣减库存两个最关键的操作，因为一旦你支付成功，只要保证订单状态变为

“已支付”，库存扣减掉，就可以保证核心数据不错乱。

然后订单系统接着会发送一个订单支付的消息到RocketMQ中去，然后积分系统会从RocketMQ里获取到消息，然后根据消息去累加积

分

营销系统会从RocketMQ里获取到消息然后发送优惠券，推送系统会从RocketMQ里获取到消息然后推送短信，仓储系统会从

RocketMQ里获取到消息然后生产物流单核和发货单，去通知仓库管理员打包商品，准备交接给物流公司去发货。

在上面的改造后的架构中，我们可以举个例子来计算一下引入MQ对订单核心流程的性能优化的效果。
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比如更新订单状态需要耗费30ms，调用库存服务的接口进行库存扣减需要耗费80ms，增加积分需要耗费50ms，派发优惠券需要耗费

60ms，发送短信需要耗费100ms（涉及与第三方短信系统交互，可能性能抖动会达到1秒+），通知发货需要耗费500ms（因为涉及到

跟第三方物流系统交互以及与仓库管理系统交互，比较耗费时间，而且可能会性能抖动达到1秒+）。

如果没有进行架构改造，每次支付成功后都需要由订单系统调用大量的其他系统进行各种操作，可能一次订单核心链路的执行需要接近

1秒钟

而且如果第三方短信系统以及第三方物流系统出现性能抖动，那么可能一次核心流程就要几秒钟。

但是现在经过上述改造过后，一旦你支付成功，实际上订单系统只需要更新订单状态（30ms）+扣减库存（80ms）+发送订单消息到

RocketMQ（10ms），一共120ms就可以了

对于终端用户而言，一旦支付成功退回到APP界面，还没等你反应过来，可能就显示给你订单支付成功的界面了，不会出现一个圆圈不

停的旋转提醒你等待后台检查订单是否支付成功。

而积分系统、营销系统、推送系统、仓储系统都会自己从RocketMQ里去获取订单支付消息执行自己要处理的业务逻辑，不会再影响订

单核心链路的性能。

4、在订单系统中如何发送消息到RocketMQ？

在小猛设计完上述方案之后，就要开始落地实施这个技术方案了，这里就涉及到了两个部分

一个是订单系统自身的改造，他需要去除掉调用积分系统、营销系统、推送系统以及仓储系统的逻辑，而改成发送一个订单支付消息到

RocketMQ里去；

另外一个是积分系统、营销系统、推送系统以及仓储系统的改造，需要从RocketMQ里获取消息，然后根据消息执行自己的业务逻辑。

因此首先我们给大家看一个代码示例，比如原来的订单支付成功的接口如下所示：

现在的话，则需要对上述代码做一个改造，去除掉一些代码逻辑，然后增加一个发送消息到RocketMQ的代码逻辑。

如果要发送消息到RocketMQ，则首先需要在项目里引入下面的依赖：

接着我们需要封装如下的一个RocketMQ生产者的类，类很简单，具体类的注释都写在下面了，大家看一下类的注释就知道是怎么用

的。
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通过上述代码就可以让订单系统把订单消息发送到RocketMQ的一个Topic里去了。

5、订单消息会进入哪个Broker里去呢？

那么大家肯定会疑惑了，按照我们部署的MQ集群而言，Master Broker有两台，那么此时消息会进入哪个Master Broker里去呢？

实际上我们之前说过，Topic是一个逻辑上的概念，实际上他的数据是分布式存储在多个Master Broker中的

如下图所示

                     

我们可以看到图里两个红圈，意思就是“TopicOrderPaySuccess”这个Topic的数据会分散在两个Broker中。

因此当你发送一个订单消息过去的时候，会根据一定的负载均衡算法和容错算法把消息发送到一个Broker中去。
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当然肯定很多朋友会问了，那么Topic的数据到底是分散在哪几个Broker上？可以分散在多少个Broker上？Producer到底是如何选择

Broker发送消息过去的？

这些问题大家别着急，现阶段先了解到这个程度就行，后面专栏里有很多RocketMQ底层实现机制的分析，到时候这些问题都会迎刃而

解的。

6、其他系统改造为从RocketMQ中获取订单消息

接着下一步就要推动积分系统、营销系统、推送系统、仓储系统的负责人在自己的系统里改造为从RocketMQ中去获取订单消息，然后

根据获取到的消息执行对应的业务逻辑

因此小猛给出了一段示例性的从RocketMQ中消费消息的代码。

通过上述代码，积分系统、营销系统、推送系统、仓储系统，就可以从RocketMQ里消费“TopicOrderPaySuccess”中的订单消息，

然后根据订单消息执行增加积分、发送优惠券、发送短信、通知发货之类的业务逻辑了。

这些系统在RocketMQ部署图中对应的实际上就是下图中画圈的消费者部分。
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7、订单核心流程改造的流程梳理

接着我们来做一个小小的总结，当各个系统都落地该方案之后，并且部署上线之后，订单系统就会如下图红圈所示，每次支付成功后仅

仅更新自己的订单状态，同步扣减库存，接着就会发送消息到RocketMQ里去。

                        

然后推送系统、营销系统、积分系统、仓储系统一旦部署了改造后的代码，就会如下图红圈所示，从RocketMQ里不停的获取订单消息

并且执行对应的业务逻辑。

                       

通过上述改造，可以将订单核心流程的性能从1秒~几秒的情况优化到100ms+，可以实现10倍性能提升的效果。

End
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