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1、停下脚步，做一点深入思考

我们已经把RocketMQ事务消息的实现流程和底层原理都进行了研究了，接着我们需要思考一个问题:

我们最早给大家说在发送消息的时候，可能存在消息的丢失，也就是说，可能消息根本就没有进入到MQ就丢了，我们看下面的图。
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然后我们没解释过多的东西直接就切入了RocketMQ事务消息的讲解，其实通过RocketMQ事务消息机制的研究，我相信每个人现在都

可以确信一点，如果你使用事务消息机制去发送消息到MQ，一定是可以保证消息必然发送到MQ的，不会丢！

但是我们现在回过头来想想事务消息机制的原理图，大家可以看到下面这个图

这个图的流程可真是复杂啊，先得发送half消息，完了你还得发送rollback or commit的请求，要是中间有点什么问题，MQ还得回调

你的接口

                        

我们真的有必要使用这么复杂的机制去确保消息到达MQ，而且绝对不会丢吗？

毕竟这么复杂的机制完全有可能导致整体性能比较差，而且吞吐量比较低，是否有更加简单的方法来确保消息一定可以到达MQ呢？

2、一个小思考：能不能基于重试机制来确保消息到达MQ？

想到这里，我觉得很多朋友可能内心已经闪现出一个想法了，就是我们之前觉得发消息到MQ，无非就是觉得可能半路上消息给搞丢

了，然后消息根本没进去MQ内部，我们也没做什么额外的措施，这就导致消息找不回来了。

那么我们先搞清楚一个问题，我们发送消息到MQ，然后我们可以等待MQ返回响应给我们，在什么样的情况下，MQ会返回响应给我

们呢？

答案显而易见，就是MQ收到消息之后写入本地磁盘文件了，当然这个时候可能仅仅是写入os cache而已，但是只要他写入自己本地存

储了，就会返回响应给我们。

我们看下面的图里的示意



                        

那么只要我们在代码中发送消息到MQ之后，同步等待MQ返回响应给我们，一直等待，如果半路中有网络异常或者MQ内部异常，我

们肯定会收到一个异常，比如网络错误，或者请求超时之类的。

如果我们在收到异常之后，就认为消息到MQ发送失败了，然后再次重试尝试发送消息到MQ，接着再次同步等待MQ返回响应给我

们，这样反复重试，是否可以确保消息一定会到达MQ？

我们看下图。

                        

理论上似乎在一些短暂网络异常的场景下，我们是可以通过不停的重试去保证消息到达MQ的，因为如果短时间网络异常了消息一直没

法发送，我们只要不停的重试，网络一旦恢复了，消息就可以发送到MQ了。

如果要是反复重试多次发现一直没法把消息投递到MQ，此时我们就可以直接让订单系统回滚之前的流程，比如发起退款流程，判定本

次订单支付交易失败了。

看起来这个简单的同步发送消息 + 反复重试的方案，也可以做到保证消息一定可以投递到MQ中，大家想想是不是？

确实如此，而且在基于Kafka作为消息中间件的消息零丢失方案中，对于发送消息这块，因为Kafka本身不具备RocketMQ这种事务消

息的高级功能，所以一般我们都是对Kafka会采用同步发消息 + 反复重试多次的方案，去保证消息成功投递到Kafka的。

但是如果是在类似我们目前这个较为复杂的订单业务场景中，仅仅采用同步发消息 + 反复重试多次的方案去确保消息绝对投递到MQ

中，似乎还是不够的，接下来我们分析一下在复杂业务场景下，这里有什么问题。

3、先执行订单本地事务，还是先发消息到MQ？

要分析这里的问题，我们就需要考虑一个事情：我们应该是先执行订单本地事务，还是先发消息到MQ去？

如果我们先执行订单本地事务，接着再发送消息到MQ的话，看起来伪代码可能是这样的：



上面那段伪代码看着似乎天衣无缝，先执行订单本地事务，接着发送消息到MQ，如果订单本地事务执行失败了，则不会继续发送消息

到MQ了；

如果订单事务执行成功了，发送MQ失败了，自动进行几次重试，重试如果一直失败，就回滚订单事务。

但是这里有一个问题，假设你刚执行完成了订单本地事务了，结果还没等到你发送消息到MQ，结果你的订单系统突然崩溃了！

这就导致你的订单状态可能已经修改为了“已完成”，但是消息却没发送到MQ去！这就是这个方案最大的隐患。

我们看下面的图

                        

如果出现这种场景，那你的多次重试发送MQ之类的代码根本没机会执行！而且订单本地事务还已经执行成功了，你的消息没发送出

去，红包系统没机会派发红包，必然导致用户支付成功了，结果看不到自己的红包！

4、把订单本地事务和重试发送MQ消息放到一个事务代码中

我们接着来考虑下一个问题，这个时候有人会想到一个新的想法，如果把订单本地事务代码和发送MQ消息的代码放到一个事务代码中

呢？

我们看下面的伪代码示例：

上面这个代码看起来似乎解决了我们的问题，就是在这个方法上加入事务，在这个事务方法中，我们哪怕执行了

orderService.finishOrderPay()，但是其实也仅仅执行了一些增删改SQL语句，还没提交订单本地事务。



如果发送MQ消息失败了，而且多次重试还不奏效，则我们抛出异常会自动回滚订单本地事务；

如果你刚执行了orderService.finishOrderPay()，结果订单系统直接崩溃了，此时订单本地事务会回滚，因为根本没提交过。

但是对于这个方案，还是非常的不理想，原因就出在那个MQ多次重试的地方

假设用户支付成功了，然后支付系统回调通知你的订单系统说，有一笔订单已经支付成功了，这个时候你的订单系统卡在多次重试MQ

的代码那里，可能耗时了好几秒种，此时回调通知你的系统早就等不及可能都超时异常了。

而且你把重试MQ的代码放在这个逻辑里，可能会导致订单系统的这个接口性能很差

我们看下图的示意

                        

5、再说了，你就一定可以依靠本地事务回滚吗？

除了我们上面说的那个问题之外，我可能还不得不给很多寄希望于订单事务和发送MQ消息包裹在一个事务代码中的朋友，泼一盆冷

水，大家觉得我们一定可以依靠本地事务回滚吗？

这还真的未必，我们看下面的代码：

大家着重在里面看，我们虽然在方法上加了事务注解，但是代码里还有更新Redis缓存和Elasticsearch数据的代码逻辑，如果你要是已

经完成了订单数据库更新、Redis缓存更新、ES数据更新了，结果没法送MQ呢订单系统崩溃了。

虽然订单数据库的操作会回滚，但是Redis、Elasticsearch中的数据更新会自动回滚吗？

不会的，因为他们根本没法自动回滚，此时数据还是会不一致的。所以说，完全寄希望于本地事务自动回滚是不现实的。

6、保证业务系统一致性的最佳方案：基于RocketMQ的事务消息机制

所以分析完了这个同步发送消息 + 反复多次重试的方案之后，我们会发现他实际落地的时候是可以的，但是里面存在一些问题
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比如可能会让订单事务执行成功，结果消息没发送出去，或者是订单事务执行成功了，但是反复多次重试发送消息到MQ极为耗时，导

致调用你接口的人频繁超时异常。

所以真正要保证消息一定投递到MQ，同时保证业务系统之间的数据完全一致，业内最佳的方案还是用基于RocketMQ的事务消息机

制。

因为这个方案落地之后，他可以保证你的订单系统的本地事务一旦成功，那么必然会投递消息到MQ去，通知红包系统去派发红包，保

证业务系统的数据是一致的。而且整个流程中，你没必要进行长时间的阻塞和重试。

如果half消息发送就失败了，你就直接回滚整个流程。如果half消息发送成功了，后续的rollback或者commit发送失败了，你不需要自

己去卡在那里反复重试，你直接让代码结束即可，因为后续MQ会过来回调你的接口让你判断再次rollback or commit的。

希望大家在学习一个技术的时候，反复给自己多问几个为什么，从各个角度去思考。
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