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  第1章　网络舆情与舆情分析概述
 
1.1　舆情与网络舆情的基本概念
 
1.1.1　舆情的起源及定义
 
作为舆情研究最基本的概念，舆情是一个充分体现中国历史文化传统的词语。“舆”字在古代指车。《说文解字•车部》：“舆，车舆也。”“舆人”即为造车工人。《周礼•考工记•舆人》：“舆人为车。”到春秋末期，“舆”逐渐演化为轿子，“舆人”也被赋予抬轿子的人的意思，并逐渐涵盖了车夫、差役、小官吏和随车士卒等下层的普通大众的意思。到了汉代，历史文献中的“舆人”，与“刍荛”“庶人”一样，成为普通百姓的代名词。“舆人”之后又出现了“舆人之诵”“舆人之议”等词语，表示一般百姓的意见、言论。
 
据查，“舆情”一词最早出现在《旧唐书》中，唐昭宗在乾宁四年（公元897年）的一封诏书中称：“朕采于群议，询彼舆情，有冀小康，遂登大用。”意思是说皇帝采纳群臣的意见，了解老百姓的看法，不仅有益于国家安康，更将对进谏者委以重用。显然，在中国古代皇帝布告臣民的专用文书中出现“舆情”字样，一来说明对“舆情”的最初使用源自官方，而非民间。再者，诏书中将“舆情”与“群议”两个词对用，充分强调了“舆情”特指普通老百姓的看法，而不是统治阶层的意见。
 
简言之，舆情是“舆论情况”的简称，是指在一定的社会空间内，围绕中介性社会事件的发生、发展和变化，作为主体的民众对作为客体的社会管理者、企业、个人及其他各类组织及其政治、社会、道德等方面的取向产生和持有的社会态度。它是较多群众关于社会中各种现象、问题所表达的信念、态度、意见和情绪等表现的总和。
 
从传统的社会学理论上讲，舆情本身是民意理论中的一个概念，它是民意的一种综合反映。但是，从现代舆情理论的严格意义上讲，舆情本身并不是对民意规律的简单概括，而是对“民意及其作用于执政者及其政治取向规律”的一种描述，舆情是舆情因变事项发生、发展和变化过程中，民众所持有的社会态度。正确理解舆情概念，必须把握以下4层含义。
 
（1）舆情是民意集合的反映。换句话说，民意是形成舆情的始源，没有民意，就没有舆情。
 
（2）舆情所要反映的民意，是那些对执政者决策行为能够产生影响的“民意”，而非民意的全部。
 
（3）舆情因变事项是舆情产生的基础，研究、分析舆情，首先要深入研究、分析舆情因变事项的发生、发展和变化的规律。
 
（4）舆情空间对舆情传播及其对执政者决策行为的影响有重要作用。舆情定义中的“民众社会政治态度”，是指民众对执政者及其所持有的政治取向的看法、意见和态度。民众的这种社会政治态度说到底是对自身利益需求的一种诉求和表达，它不仅包括民众对国家政治的看法、意见和态度，对社会政治的看法、意见和态度，同时还包括民众对社会事物的看法、意见和态度。
 
1.1.2　网络舆情
 
网络舆情是指在一定的社会空间内，通过网络围绕中介性社会事件的发生、发展和变化，民众对公共问题和社会管理者产生和持有的社会政治态度、信念和价值观。它是较多民众关于社会中各种现象、问题所表达的信念、态度、意见和情绪等表现的总和。网络舆情形成迅速，对社会影响巨大。随着因特网在全球范围内的飞速发展，网络媒体已被公认为是继报纸、广播、电视之后的“第4媒体”，网络成为反映社会舆情的主要载体之一。
 
网络舆情与传统意义上的社会舆情既有联系又有区别。二者的联系具体表现在以下几个方面。
 
（1）网络舆情和社会舆情都是社会存在和发展状况的反映。网络舆情和社会舆情都不可能是超时代超社会的，它们都具有社会历史性。
 
（2）网络舆情和社会舆情都是公开表达和传播的态度、意见和看法。不公开表达和传播的态度、意见和看法不能形成舆情，网络舆情和社会舆情都是人们面对客观现象和现实问题所公开表达出来的内心态度和意见，并通过公开传播来吸引和影响广大公众。
 
（3）网络舆情和社会舆情往往相互影响相互作用。网络舆情和社会舆情的关联性很强，现实社会中人们关于某一社会现象或社会问题的议论很容易传到网上，而网上关于某一社会现象或社会问题所形成的议论也会很快向社会扩散。
 
网络舆情与社会舆情相互区别，主要表现在以下几个方面。
 
（1）网络舆情和社会舆情的传播方式不同。社会舆情往往是通过人们的街谈巷议、口传心授，并以一定的意见、情绪、态度甚至行动倾向表现出来，而网络舆情的产生、形成并发挥作用的载体是网络，即网民的情绪、态度和意见等都是在网络中进行表达。
 
（2）网络舆情与社会舆情在社情民意的反映面上不尽相同。作为网络舆情主体的网民只是社会人群的一部分，因此，网络舆情不能等同于社会整体的意见与情绪，它只是反映以网民为主的某些社会群体或阶层的意愿。
 
（3）网络舆情与社会舆情的存在形式不同。与社会舆情主要通过人们的街谈巷议或行为举动等方式表现不同，网络舆情则是通过新闻跟帖、论坛、博客、播客、即时通信工具、搜索聚合等途径表达出来。
 
1.2　网络舆情的特征及表现形式
 
网络舆情的表现形式主要为新闻评论、BBS论坛、博客、播客、聚合新闻、新闻跟帖及转帖等。近年来，随着网络技术的推陈出新，除网络新闻、网络论坛等传统应用外，又出现了微博、维基Wiki、微信等新形态的信息交互模式。分析现有的研究成果，学者们普遍认为：网络舆情是由主体、客体、载体、本体和受体等要素构成的过程整体。所谓主体，就是网民，即通过互联网络关注社会事件并发表自己观点和意见的普通民众。所谓客体，就是网络舆论的对象，即网民所普遍关注的，且在现实利益、社会关系、社会观念等方面相互关联的社会事件。所谓本体，就是网民的共同意见，即经过网民互动与竞争所形成的某种为网民群体普遍赞同，且能在心理上产生共鸣的一致性意见。所谓载体，就是网络舆论的传播媒介，即由两台或两台以上的计算机，通过信息技术互相联系而构成的传播网络。所谓受体，就是接受网络舆论影响的网民，只是这里的网民与作为主体的网民略有不同，他们往往会具体化为具有一定经济、政治、思想文化执政的政府部门或成员。
 
范围广、交互性强、更新速度快的互联网传播从根本上改变了传播者与受传者之间的关系，是对传统新闻媒介的传播模式的解构和颠覆。在网络这个人人共同拥有的信息平台上，传播者和受传者处于完全平等的地位，共同享有根据自己的需要选择信息的自由和发表意见和观点的权利。网络舆情对政治生活秩序和社会稳定的影响与日俱增，一些重大的网络舆情事件使人们开始认识到网络对社会监督起到的巨大作用。同时，网络舆情突发事件如果处理不当，极有可能诱发民众的不良情绪，引发群众的违规和过激行为，进而对社会稳定造成严重威胁。
 
研究网络舆情，需要掌握网络舆情的特点。网络舆情表达快捷、信息多元、方式互动，具备传统媒体无法比拟的优势。网络的开放性和虚拟性，决定了网络舆情具有以下特点。
 
（1）直接性。通过网络媒介，网民可以立即发表意见，下情直接上达，民意表达更加畅通；网络舆情还具有无限次即时快速传播的可能性。在网络上，只要复制粘贴，信息就得到重新传播。相比较传统媒体的若干次传播的有限性，网络舆情具有无限次传播的潜能。网络的这种特性使它可以轻易穿越封锁，令监管部门束手无策。
 
（2）随意性和多元化。网民可以随意发表言论，不受任何约束。网络舆情不同于传统媒体的另一特点是缺乏媒体“审核人”的角色。在网络上，任何一个人都能不经过审核直接发布信息。网民在网上或隐匿身份、或现身说法，纵谈国事，嘻怒笑骂，交流思想，关注民生，多元化的交流为民众提供了宣泄的空间，也为搜集真实舆情提供了素材。
 
（3）突发性。网络舆情的形成往往非常迅速，一个热点事件的存在加上一种情绪化的意见，就可以成为点燃一片舆论的导火索。
 
（4）隐蔽性。互联网是一个虚拟世界，由于发言者身份隐蔽，并且缺少规则限制和有效监督，网络自然成为一些网民发泄情绪的空间。在现实生活中遇到挫折，对社会问题的片面认识等，都会利用网络得以宣泄。因此在网络上更容易出现庸俗、灰色的言论。
 
（5）偏差性。互联网舆情是社情民意中最活跃、最尖锐的一部分，但网络舆情还不能等同于全民立场。随着互联网的普及，网民们有了空前的话语权，可以较为自由地表达自己的观点与感受。但由于网络空间中法律道德的约束较弱，如果网民缺乏自律，就会导致某些不负责任的言论，比如热衷于揭人隐私，谣言惑众，反社会倾向，偏激和非理性，群体盲从与冲动等。
 
1.3　网络舆情分析技术
 
1.3.1　网络舆情分析的研究热点
 
对于网络舆情的特点，舆情工作者应当了然于心，并能对现实中出现的各种网络舆论做出及时反馈，防微杜渐，防患于未然。因此，必须利用现代信息技术对网络舆情予以分析，从而进行控制和引导。由于网上的信息量十分巨大，仅依靠人工的方法难以应对网上海量信息的收集和处理，需要加强相关信息技术的研究，形成一套自动化的网络舆情分析系统，及时应对网络舆情，由被动防堵，化为主动梳理、引导。
 
特别是在如今的大数据时代，网络舆情分析更要用数据说话，跟踪网络舆情的起源和演变，最终根据分析给出建议性结果，为政府、企业乃至个人应对舆情提供决策支持。网络舆情分析大致有两个工作重点，一是还原舆情发展过程，找到舆情产生的根源；二是预测，分析出网络舆情的未来走向，再根据预测结果提出应对方案。
 
在探讨网络舆情分析技术之前，我们先对舆情分析中几个常用的基础术语做一个统一的概念界定。
 
（1）舆情：通常是指较多群众关于现实社会及社会中各种现象、问题所表达的信念、态度、意见和情绪表现的总和；简而言之就是社会舆论和民情。一个严格定义是：舆情是指在一定的社会空间内，围绕中介性社会事件的发生、发展和变化，作为主体的民众对作为客体的国家管理者产生和持有的社会态度。
 
（2）事件（Event）：在特定时间、特定地点发生的事情。
 
（3）主题（Topic）：也称为话题，指一个种子事件或活动以及与它直接相关的事件和活动。
 
（4）热点：也可称为热点主题。热点和主题的概念比较接近，但有所区别。其主要特点如下：热点通常是一个主题，包含种子事件及相关报道；热点和时间相关，通常指某段时间内的热点，例如当天热点、一周内热点；热点和主题某段时间内的文档数量相关。热点可以分为绝对热点和相对热点。其中，绝对热点为在某段时间内文档数量超过某个固定阈值的主题；相对热点为按照某种排序方式排名靠前的若干个主题。
 
目前，网络舆情分析的研究热点主要包括如下几方面。
 
1．主题检测与跟踪
 
在目前信息爆炸的情况下，信息的来源已不再是问题，而如何快捷准确地获取感兴趣的信息才是人们关注的主要问题。目前的各种信息检索、过滤、提取技术都是围绕这个目的展开的。由于网络信息数量太大，与一个话题相关的信息往往孤立地分散在很多不同的地方并且出现在不同的时间，仅通过这些孤立的信息，人们对某些事件难以做到全面的把握。一般的检索工具都是基于关键词的，返回的信息冗余度过高，很多不相关的信息仅仅是因为含有指定的关键词就被作为结果返回了，因此人们迫切地希望拥有一种工具，能够自动把相关话题的信息汇总供人查阅。主题检测与跟踪（Topic Detection and Tracking, TDT）技术就是在这种情况下应运而生的。通过主题发现与跟踪，人们可以将这些分散的信息有效地汇集并组织起来，从而帮助用户发现事件的各种因素之间的相互关系，从整体上了解一个事件的全部细节以及该事件与其他事件之间的关系。简言之，主题检测与跟踪任务的主要工作是准确地检测话题并跟踪话题的动态演化过程。
 
与一般的信息检索或者信息过滤不同，TDT所关心的话题不是一个大的领域（如美国的对华政策）或者某一类事件（如恐怖活动），而是一个很具体的“事件（Event）”，如美国“9•11事件”、习近平主席访美等。与早期面向事件的检测与跟踪（Event Detection and Tracking, EDT）也不同，TDT检测与跟踪的对象从特定时间和地点发生的事件扩展为具备更多相关性外延的话题，相应的理论与应用研究也同时从传统对于事件的识别跨越到包含突发事件及其后续相关报道的话题检测与跟踪。
 
美国国家标准技术研究院为TDT研究设立了5项基础性的研究任务，包括面向新闻广播类报道的切分任务；面向已知话题的跟踪任务；面向未知话题的检测任务；对未知话题首次相关报道的检测任务和报道间相关性的检测任务。
 
1）报道切分任务
 
报道切分（Story Segmentation Task, SST）的主要任务是将原始数据流切分成具有完整结构和统一主题的报道。比如，一段新闻广播包括对股市行情、体育赛事和人物明星的分类报道，SST要求系统能够模拟人对新闻报道的识别，将这段新闻广播切分成不同话题的报道。SST面向的数据流主要是新闻广播，因此切分的方式可以分为两类：一类是直接针对音频信号进行切分；另一类则将音频信号翻录为文本形式的信息流进行切分。
 
2）话题跟踪任务
 
话题跟踪（Topic Tracking Task, TTT）的主要任务是跟踪已知话题的后续报道。其中，已知话题没有明确的描述，而是通过若干篇先验的相关报道隐含地给定。通常话题跟踪开始之前，为每一个待测话题提供1~4篇相关报道对其进行描述。同时还为话题提供了相应的训练语料，从而辅助跟踪系统训练和更新话题模型。在此基础上，TTT逐一判断后续数据流中每一篇报道与话题的相关性并收集相关报道，从而实现跟踪功能。
 
3）话题检测任务
 
话题检测（Topic Detection Task, TD）的主要任务是检测和组织系统预先未知的话题，TD的特点在于系统欠缺话题的先验知识。因此，TD系统必须在对所有话题毫不了解的情况下构造话题的检测模型，并且该模型不能独立于某一个话题特例。换言之，TD系统必须预先设计一个善于检测和识别所有话题的检测模型，并根据这一模型检测陆续到达的报道流，从中鉴别最新的话题；同时还需要根据已经识别到的话题，收集后续与其相关的报道。
 
4）首次报道检测任务
 
在话题检测任务中，最新话题的识别都要从检测出该话题的第一篇报道开始，首次报道检测任务（First-Story Detection Task, FSD）就是面向这种应用产生的。FSD的主要任务是从具有时间顺序的报道流中自动锁定未知话题出现的第一篇相关报道。大体上，FSD与TD面向的问题基本类似，但是FSD输出的是一篇报道，而TD输出的是一类相关于某一话题的报道集合，此外，FSD与早期TDT Pilot中的在线检测任务（Online Detection）也具备同样的共性。
 
5）关联检测任务
 
关联检测任务（Link Detection Task, LDT）的主要任务是裁决两篇报道是否论述同一个话题。与TD类似，对于每一篇报道，不具备事先经过验证的话题作为参照，每对参加关联检测的报道都没有先验知识辅助系统进行评判。因此，LDT系统必须预先设计不独立于特定报道对的检测模型，在没有明确话题作为参照的情况下，自主地分析报道论述的话题，并通过对比报道对的话题模型裁决其相关性。LDT研究可以广泛地作为TDT中其他各项任务的辅助研究，比如TD与TT等。
 
2．舆情热点研究
 
热点自动发现任务也可叫作热点检测，就是如何从不断涌现的网上舆情中及时发现新发生的热点信息，并对其进行持续追踪。热点检测任务可以在主题检测任务的基础之上，加入时间和数量两个因素的分析来解决热点发现的问题。
 
热点分析任务在热点自动发现任务的基础上，对自动发现的热点进行深入分析，从多方面、多角度综合分析和展现当前的舆情热点。研究内容包括舆情热点的关键词和摘要提取、情感分析、传播分析、趋势分析和关联分析等任务。
 
3．情感倾向性分析
 
指通过计算机技术自动分析文本信息所包含的情感因素，例如喜欢或讨厌、正面或负面、快乐或悲伤、愤怒和恐惧等。在不同的文献中，情感分析也被称作情感分类、褒贬分类、观点提取、观点摘要、情绪分析、情感识别、情感计算等。同时，情感是一个很广泛的词汇，在不同场合研究者往往采用不同的词汇来表达，比如观点（Opinion）、情感（Sentiment）、情绪（Emotion/Affect）等。
 
对舆情文本进行倾向性分析，实际上就是试图用计算机实现根据文本的内容提炼出网络传播者所蕴含的感情、态度、观点、立场、意图等主观反映。
 
目前，情感倾向分析的方法主要分为两类：一种是基于情感词典的方法；一种是基于机器学习的方法，如基于大规模语料库的机器学习。前者需要用到标注好的情感词典，英文的词典有很多，中文主要有知网整理的情感词典HowNet和台湾大学整理发布的NTUSD两个情感词典，还有哈工大信息检索研究室开源的《同义词词林》可以用于情感词典的扩充。基于机器学习的方法则需要大量的人工标注的语料作为训练集，通过提取文本特征，构建分类器来实现情感的分类。
 
4．舆情趋势预测
 
舆情同其他事物一样，是一种客观存在，有其产生、发展、变化的规律。只要对其予以客观、全面、科学的考察，细致、认真、仔细的分析，就能大致预测它的发展方向。特别是当前我们已处于大数据时代，大数据使网络舆情预测成为现实。对已经出现的网络舆情予以监测，这是网络舆情引导的传统做法，也是以往网络舆情管理的起始。但是利用大数据技术，可以对网络舆情中具有关联的数据进行挖掘并加以分析，使敏感信息在网络上传播的初始阶段就被监测到。在此基础上通过模型对网络舆情变化趋势进行仿真，使网络舆情预测成为现实。实现网络舆情预测，至关重要的是对数据的相关性进行全面分析。而在传统的网络舆情引导中，由于数据库的缺乏和计算分析能力有限，往往难以全面分析网络舆情，得出的结论也有失偏颇。大数据环境下，对网络舆情的分析由静态化向动态化转变，由片面化向立体化转变，由单一化向全局化转变。利用大数据技术解构海量信息，并对这些信息加以重构，对网络数据的相关性进行深度挖掘，可以全面科学地分析并预测网络舆情的发展趋势。此外，大数据使网络舆情实现量化管理。使网络舆情得以量化，是利用大数据对网络舆情进行科学预测的前提。网络舆情信息量巨大，而被挖掘出来的网络舆情信息需要进行量化，在此基础上再建立数学模型对信息数据进行计算和分析。数据的量化指的是数据是可计算的，一是在密切关注网民态度与情绪变化的同时对其采用量化指标加以标识，二是对网络言论所持某一观点的人群数量进行统计，三是透过网络信息文字内容来对网民互动的社会关系网络数量进行统计。另一方面，大数据使网络舆情相互关联。网络信息是网络背后的网民所传达出来的信息的集合，因而对网络数据进行研究，实质上是对由人所组成的社会网络进行研究。要实现网络舆情预测，离不开对网络舆情之间的关系进行关联这一尤为重要的大数据技术。在大数据时代，每个网络数据都被看作是一个节点，能够在舆情链上与其他关联数据不受限制地产生乘法效应，这种关联如同数据裂变，会扩大至全体网络数据，使舆情分析更为准确。
 
5．舆情信息可视化
 
可视化是一个可以处理海量数据的可行工具之一，它能使科研人员发现数据内部隐藏的信息，从而进一步找出信息所反映的规律，提高对海量数据的认识。在网络舆情研究过程中，使用可视化分析技术能够克服传统数据收集、分析与呈现方法上存在的效率低下以及难以发现其中的关键信息与潜在特征的不足，通过化繁为简、化抽象为具象，能够使用易于理解的图形图像揭示网络舆情的分布、发展和演化规律，因而在网络舆情研究中具有非常显著的应用价值。
 
在具体的研究过程中，可视化从严格意义上来说是一种信息分析框架，原始信息、数据表格、可视化结构和最终呈现在用户面前的视图被这一框架有机地链接在一起。针对不同类型的舆情信息又有不同的研究方向，比如，对于文本信息，比较常用的可视化分析主要有基于关键词的网络舆情文本内容的可视化、时序性网络舆情文本信息的可视化等。对于具有层次结构的舆情信息，研究者们通常根据自己的关注点选择合适的层次信息可视化技术来呈现信息项之间错综复杂的层次关系，常用的可视化技术包括节点链接树、双曲树、径向树等，比如想要探究网络舆情信息扩散的路径就可以使用节点链接树的方法来发掘其中的关键节点。网状结构的舆情信息也是当前研究的热点，对于舆情的社会网络分析，研究者们提出了一些网络节点布局方法，如：按照力导向布局、地图布局、环状布局等。除此之外，一些常见的统计的图形，如饼图、折线图、直方图、总量图、趋势图等也常用于展现网络舆情信息的时间趋势、情感倾向、区域分布等特征以及舆情统计报表、报告的呈现。
 
1.3.2　网络舆情分析的步骤
 
舆情分析从数据采集到最终的分析报告发布主要包括4个步骤：舆情数据采集、数据预处理、舆情分析和舆情报告发布，如图1-1所示。
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 图1-1　舆情分析的步骤
 

 
1．舆情数据采集
 
互联网时代，要想达到舆情信息的快速准确采集，需要充分做到网上舆情采集和网下舆情收集的互补，利用自动化的舆情监测工具，以网上舆情信息采集为主，保证舆情信息采集速度和数量。目前，国内许多软件公司开发出了多种网络舆情监测、采集、分析软件，这些系统利用爬虫技术，根据设定的监控关键词抓取重点媒体、论坛、博客、微博等网站里的舆情信息。其中，比较具有影响力的系统包括：乐思网络舆情监测系统、军犬网络舆情监控系统、Rank舆情监测系统、谷尼舆情监测系统、红麦舆情监测系统等。一些免费甚至是开源的爬虫软件也可以用于舆情数据采集，这些软件主要包括集搜客网页抓取软件、八爪鱼爬虫、LoalaSam网络爬虫等。研究者也可以根据实际情况使用Java、Python、R等语言有针对地开发满足研究需要的爬虫工具。
 
2．数据预处理
 
信息预处理是对采集到的舆情进行初步的加工和处理，为后继舆情关键信息抽取和舆情内容分析奠定基础。
 
网络舆情数据大都是非结构化的文本数据，文本数据的预处理主要包括文本分词、去停用词（包括标点、数字、单字和其他一些无意义的词）、文本特征提取、词频统计、文本向量化等操作。
 
3．舆情分析
 
舆情分析就是根据特定问题的需要，对针对这个问题的舆情进行深层次的思维加工和分析研究，得到相关结论的过程，可分为内容分析和实证分析。内容分析法是一种对信息内容做客观系统的定量分析的专门方法，其目的是弄清或测验信息中本质性的事实和趋势。提示信息所含有的隐性情报内容，对事物发展做情报预测。实证分析法是通过分析大量案例和相关数据后试图得出某些结论的一种常见研究方法。对舆情的分析要明确事件或话题本身所处的阶段，一般分为引发期、酝酿期、发生期、发展期、高潮期、处理期、平息期和反馈期等不同阶段。其次，应该在分析某一舆情热点之前对其进行科学的类型界定。热点事件一般主要分为突发自然灾害事件、生产安全事故、群体性事件、公共卫生事件、公权力形象、司法事件、经济民生事件、社会思潮、境外涉华突发事件等。
 
4．舆情报告
 
根据舆情分析结果生成舆情分析报告。舆情报告是针对某个主题或者事件的舆论信息，以报告的形式展示主题情况，客观真实地展现某主题或事件在大众社会的看法和态度反馈，是调查报告的一种。一般舆情报告分为三个部分。第一部分对事件或主题进行概括式描述和简要介绍，交代事件的来龙去脉。第二部分是基于查找到的与主题有关的信息，以列表、绘图等方式来展现舆情发展。第三部分是对舆情分析的总结和对事件的客观评论，为领导决策做参考。
 
舆情报告不比新闻稿，它的时效性并不是十分快速，可能当报告出来时，事件早已平息，不再热门。这就是舆情报告的独特之处，它不在热门的时候画蛇添足，而是等人们的热情退去，给人们带来更深层次的理性的思考。
 
1.3.3　网络舆情分析的常用技术
 
针对前文所述的舆情研究热点问题，常用的分析技术包括如下几种。
 
1．网络爬虫
 
网络爬虫又被称为网络蜘蛛、网络机器人，主要用于网络资源的收集工作。在进行网络舆情分析时，首先需要获取舆情信息内容，这就要用到网络爬虫这个工具，它是一个能自动提取网页内容的程序，通过搜索引擎从互联网上爬取网页地址并抓取相应的网页内容，是搜索引擎的重要组成部分。
 
网络爬虫是舆情分析工作必备的武器，舆情爬虫与其他的爬虫采集在范围上有点儿差异，舆情采集只关心媒体数据，这算是网络爬虫的一个垂直领域，媒体数据包括新闻、论坛、博客、微博、微信、贴吧、天涯等。除了范围不同，舆情网络爬虫另一个特点是需要更新及时，就是爬虫的周期要小，否则结果就没有意义了。
 
2．中文分词
 
分词是信息预处理时用到的技术。中文分词，顾名思义，就是借助计算机自动给中文断句，使其能够正确表达所要表达的意思。中文不同于西文，没有空格这个分隔符，同时在中文中充满了大量的同义词、相近词，如何给中文断句是个非常复杂的问题，即使是手工操作也会出现问题。中文分词是信息提取、信息检索、机器翻译、文本分类、自动文摘、语音识别、文本语音转换、自然语言理解等中文信息处理领域的基础研究课题。对于中文分词技术的研究，对于我国计算机的发展有着至关重要的作用。
 
最早的中文分词方法是北京航空航天大学的梁南元教授提出的一种基于“查字典”的分词方法。该方法的思想是把整个中文句子读一遍，然后把字典里有的词都单独标示出来，当遇到复合词时，就找到最长的词匹配，遇到不认识的字符串就分割成单个文字。这种分词方法效率并不高，但它的提出为中文分词技术奠定了基础。在后续的近三十年研究中，许多研究者实现了中文分词基于词典和基于概率统计的很多算法。现在中文分词的算法主要包括基于统计的分词方法、基于理解的分词方法等。其中，基于词典的分词方法是当今的主流，可以说现在出现的分词系统，很多都是在基于词典的基础上再结合另外的一种或两种方法而成的。基于词典的分词方法又称机械分词方法，主要包括最大正向匹配、最大逆向匹配、最少切分法等。
 
中文分词有两大基本问题，也是中文分词的难点，一是歧义识别问题，二是未登录词问题。首先了解一下歧义识别问题，由于中文自身的特点，对于中文中的一句话不同的划分可能有不同的意思。例如，“乒乓球拍卖完了”，这句话可以划分成“乒乓球／拍卖完了”，也可以划分成“乒乓球拍／卖完了”。目前，尚未出现一个百分百的消除歧义的算法，但是已经出现了许多比较好的，且具有一定实际应用价值的算法，如：简单最大匹配算法、复杂最大匹配算法、神经网络算法等。未登录词也是分词的难点，未登录词又称为新词，语言的不断的发展和变化导致新词不断出现，同时词的衍生现象非常普遍，所以词表中不能囊括所有的词。最典型的是人名，例如在句子“李军虎去上海”中，我们可以很容易理解“李军虎”作为一个人名是个词，但计算机识别就困难了。如果把“李军虎”作为一个词收录到字典中去，全世界有那么多名字，而且时时都有新增的人名，如此一项巨大的工程即使可以完成，问题仍旧存在。例如，在句子“李军虎背熊腰的”中，“李军虎”又算词吗？新词中除了人名以外，还有机构名、地名、产品名、商标名、简称、省略语等这些人们经常使用的词都是很难处理的问题，因此在信息搜索中，分词系统中的新词识别十分重要。目前新词识别准确率已经成为评价一个分词系统好坏的重要标志之一。
 
3．文本表示
 
要使得计算机能高效地处理真实文本，就必须找到一种理想的形式化表示方法，这种表示一方面能真实地反映文档内容（主题、领域或结构等），另一方面也要有对不同文档的区分能力。目前文本表示通常采用向量空间模型（Vector Space Model, VSM）。VSM是20世纪60年代末期由G. Salton等人提出的，是当前自然语言处理中常用的主流模型。
 
文本空间向量模型的主要思想是：将每一个文本表示为向量空间的一个向量，并以每一个不同的特征项（词条）对应为向量空间中的一个维度，而每一个维的值就是对应的特征项在文本中的权重。这其中涉及如下几个概念。
 
（1）文档（Document）：通常是文章中具有一定规模的字符串。文档通常也叫文本。
 
（2）特征项（Feature Term）：是VSM中最小的不可分的语言单元，可以是字、词、词组、短语等。一个文档内容可以被看成是它含有的特征项的集合。表示为一个向量：D（t1,t2,…,tn），其中，tk是特征项。
 
（3）特征项权重（Term Weight）：对于含有n个特征项的文档D（t1,t2,…,tn），每一个特征项tk都依据一定的原则被赋予了一个权重wk，表示该特征项在文档中的重要程度。这样一个文档D可用它含有的特征项及其特征项所对应的权重所表示：D（t1=w1,t2=w2,…,tn=wn），简记为D（w1,w2,…,wn），其中，wk就是特征项tk的权重。
 
一个文档在上述约定下可以看成是n维空间中的一个向量，这就是VSM的由来，下面给出其定义。
 
给定一个文档D（t1,w1;t2,w2;…;tn,wn）,D符合以下两条约定。
 
（1）各个特征项tk互异（即没有重复）；
 
（2）各个特征项tk无先后顺序关系（即不考虑文档的内部结构）。
 
在以上两个约定下，可以把特征项t1,t2,…,tn看成一个n维坐标系，而权重w1,w2,…,wn为相应的坐标值，因此，一个文本就表示为N维空间中的一个向量。我们称D=D（w1,w2,…,wn）为文本D的向量表示或向量空间模型。
 
文本向量空间模型的构建通常遵循如下几个步骤。
 
（1）将文本的基本语言单位（字、词、词组、短语）抽取，组成特征项，用tk表示；
 
（2）将tk按在文本中的重要性给出权重wn；
 
（3）将文本抽象为（t1,w1,t2,w2,…,tn,wn），简化为（w1,w2,…,wn）即为文本的向量空间模型。
 
特征项的权值wn的计算通常有如下几种方法。
 
（1）布尔权值：wn可取值1/0表示该特征是否在文本中出现。
 
（2）词频权值：wn用特征在文档中出现的频数表示。
 
（3）TF/IDF权值：TF（Term Frequency）指的是词频，即一个词语出现的次数除以该文件的总词语数。IDF（Inverse Document Frequency）指的是逆向文件频率，是一个词语普遍重要性的度量。某一特定词语的IDF，可以由总文件数目除以包含该词语的文件的数目，再将得到的商取对数得到。例如，一篇文件的总词语数是100个，而词语“母牛”出现了3次，那么“母牛”一词在该文件中的词频就是3/100=0.03。一个计算文件频率IDF的方法是测定有多少份文件出现过“母牛”一词，然后除以文件集里包含的文件总数。所以，如果“母牛”一词在1000份文件中出现过，而文件总数是10 000 000份，其逆向文件频率就是log（10 000 000/1000）=4。最后的TF-IDF的分数为0.03×4=0.12。
 
除了VSM方法之外，还有一些其他的文本表示方法，例如，词组表示法、概念表示法等。词组表示法对文本分类效果的提高并不十分明显。概念表示法需要额外的语言资源，主要是一些语义词典，例如英文的Wordnet，中文的HowNet（即，知网中文词库）。一些研究认为，用概念代替单个词可以在一定程度上解决自然语言的歧义性和多样性给特征向量带来的噪声问题，有利于提高文本分类效果。
 
4．文本特征降维
 
如何有效地降低维数并尽可能地减少噪声数据对分类效果的影响是文本特征提取的关键问题。大量的文本在分词后的词汇量是数以万计或者更高的，在文本分析中就表现为数以万计的维数。要处理这么多的数据，需要大量的时间，在对时间复杂度要求较高的系统（比如：在线服务的系统）中这是无法忍受的。这就要求所选用的文本分析工具时间复杂度要低，尽可能地做到线性，但这是不现实的。因为现有的机器学习算法很少有随着数据维数的增长时间线性增长的，这种非线性增长对海量数据就造成了所谓的“维数灾难”。所以有效地降低数据维数，去除噪声数据是数据降维的主要目的。在文本分类中常用特征选择来进行降维，选取那些对分类贡献高的词作为特征，丢掉噪声和对分类贡献低的词。
 
5．文本分类
 
自动文本分类（Automatic Text Categorization）或者简称为文本分类，是指计算机将一篇文章归于预先给定的某一类或某几类的过程。相关的定义还有：
 
（1）文本分类是指按照预先定义的主题类别，为文档集合中的每个文档确定一个类别。文本分类是文本挖掘的一个重要内容。
 
（2）所谓文本分类，是指对所给出的文本给出预定义的一个或多个类别标号，对文本进行准确、高效的分类。它是许多数据管理任务的重要组成部分。
 
（3）文本分类是指按预先指定的标准对文档进行归类，这样用户不仅可以方便地浏览文档而且可以通过类别来查询所需的文档。
 
（4）文本分类是指在给定的分类体系下，根据文本内容自动确定文本类别的过程。
 
20世纪90年代以前，占主导地位的文本分类方法一直是基于知识工程的分类方法，即由专业人员手工进行分类。人工分类非常费时，效率非常低。20世纪90年代以来，众多的统计方法和机器学习方法应用于自动文本分类，文本分类技术的研究引起了研究人员的极大兴趣。目前，文本分类大致使用两种方法：一种是基于训练集的文本分类方法；另一种是基于分类词表的文本分类方法。基于训练集的文本分类方法使用较普遍，是一种典型的有监督的机器学习问题，一般分为训练和分类两个阶段，具体过程如下。
 
1）训练阶段
 
（1）定义类别集合C={c1,c2,…,ci,…,cm}；
 
（2）给出训练文档集合S={s1,s2,…,sj,…,sn}，每个训练文档sj被标上所属的类别标识ci；
 
（3）统计S中所有文档的特征矢量V（sj），确定代表C中每个类别的特征矢量V（ci）。
 
2）分类阶段
 
（1）对于测试文档集合T={d1,…,dr}中的每个待分类文档，计算其特征矢量与每个类别V（ci）之间的相似度sim（dk,ci）；
 
（2）选取相似度最大的一个类别作为dk的类别。
 
6．文本聚类
 
文本聚类（Text Clustering）是在没有学习条件下对文本集合进行组织或划分的过程，主要依据著名的聚类假设：同类的文档相似度较大，而不同类的文档相似度较小。作为一种无监督的机器学习方法，聚类由于不需要训练过程，以及不需要预先对文档手工标注类别，因此具有一定的灵活性和较高的自动化处理能力，已经成为对文本信息进行有效的组织、摘要和导航的重要手段，为越来越多的研究人员所关注。
 
文本聚类方法通常先利用向量空间模型把文档转换成高维空间中的向量，然后对这些向量进行聚类。由于中文文档没有词的边界，所以一般先由分词软件对中文文档进行分词，然后再把文档转换成向量，通过特征抽取后形成样本矩阵，最后再进行聚类，文本聚类的输出一般为文档集合的一个划分。其文本聚类的过程如图1-2所示。
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 图1-2　文本聚类的过程
 

 
文本聚类大致可以分为基于划分的方法和基于层次的方法。K-Means（K-均值）是一种典型的基于划分的方法，是一种基于质心的聚类技术，其基本原理是首先选择k个文档作为初始的聚类点，然后根据簇中对象的平均值，将每个文档重新赋给最类似的簇，并更新簇的平均值，然后重复这一过程，直到簇的划分不再发生变化。基于层次的聚类算法将数据对象组织成一棵聚类的树。根据层次分解是自底向上还是自顶向下形成，层次聚类算法可以进一步分为凝聚的和分裂的层次聚类。凝聚的层次聚类，首先将每个文本对象作为一个簇，然后合并这些原子簇为越来越大的簇，直到所有对象都在一个簇中，或者终止条件满足。分裂的层次聚类与凝聚的层次聚类相反，它首先将所有对象置于一个簇中，然后逐渐细分为越来越小的簇，直到每个对象自成一簇，或者终止条件满足。
 
7．舆情情感分析
 
情感分析（Sentiment Analysis, SA）又称倾向性分析和意见挖掘，它是对带有情感色彩的主观性文本进行分析、处理、归纳和推理的过程，如从大量网页文本中分析用户对“数码相机”的“变焦、价格、大小、重量、闪光、易用性”等属性的情感倾向；在网络舆情分析领域，可以利用文本情感计算技术深入分析人们对社会现实和现象的群体性情绪、观点、思想、心理、意志和要求。
 
目前多数情感分析主要集中在文章的正负面，较常用的技术是根据词性的正负性来判断文章的正负性，比如在一篇文章中出现的正向性词的权重大于负向性词的权重，则文章判断为正向性。关于词的正负性，则可以根据种子词来进行判断，通用的方法是根据要判断的词与种子词在语料库中的共现频率来进行判断，比如：“雷锋光荣”，如果种子词为光荣，则雷锋的词性为正向性。另一种方法是使用分类技术对文章的正负向性进行判断，常用的分类技术有SVM等。需要提到的是在上述方案中，是对一篇文章进行正负向性分析，而实际的文章中，可能会有多个片段，不同的片段可能具有不同的情感倾向，诸如一篇文章上半部分讲一款笔记本不错，下半部分说的是笔记本的缺点等，这篇文章就应该分成两个不同的情感或观点。
 
情感分析目前主要是基于词的正负向性来判断，缺少了语法、语义和语篇上的情感倾向性分析，这也是目前舆情分析中的不足。在自然语言处理领域，较于中文分词技术日渐成熟之外，针对语法、语义、语篇上的分析目前还不够成熟。
第2章　R语言基础
 
2.1　R语言简介
 
2.1.1　R语言的起源、特点及安装
 
R语言是统计领域广泛使用的诞生于1980年左右的S语言的一个分支。可以认为R语言是S语言的一种实现。而S语言是由AT&T贝尔实验室开发的一种用来进行数据探索、统计分析和作图的解释型语言。最初S语言的实现版本主要是S-PLUS。S-PLUS是一个商业软件，它基于S语言，并由MathSoft公司的统计科学部进一步完善。后来新西兰奥克兰大学的Robert Gentleman和Ross Ihaka及其他志愿人员开发了一个R系统。由“R开发核心团队”负责开发。R语言是基于S语言的一个GNU项目，所以也可以当作S语言的一种实现，通常用S语言编写的代码都可以不做修改地在R环境下运行。R语言的使用与S-PLUS有很多类似之处，这两种语言有一定的兼容性。S-PLUS的使用手册，只要稍加修改就可作为R语言的使用手册。所以有人说：R语言是S-PLUS的一个“克隆”。但是，R语言是免费的，R语言源代码托管在github（https://github.com/SurajGupta/r-source）。
 
与常见的统计分析软件，如Microsoft Excel、SAS、IBM SPSS、Stata等相比较，R语言具有如下几点明显的优势。
 
（1）多数商业统计软件价格不菲，投入成千上万美元都是可能的。而R语言是免费的。
 
（2）R语言是一个全面的统计研究平台，提供了各式各样的数据分析技术。几乎任何类型的数据分析工作皆可在R中完成。
 
（3）R语言囊括了在其他软件中尚不可用的、先进的统计计算例程。
 
（4）R语言拥有顶尖水准的制图功能。如果希望复杂数据可视化，那么R语言拥有最全面且最强大的一系列可用功能。
 
（5）从多个数据源获取并将数据转化为可用的形式，可能是一个富有挑战性的议题。R语言可以轻松地从各种类型的数据源导入数据，包括文本文件、数据库管理系统、统计软件，乃至专门的数据仓库。它同样可以将数据输出并写入到这些系统中。R语言也可以直接从网页、社交媒体网站和各种类型的在线数据服务中获取数据。
 
（6）R语言是一个无与伦比的平台，在其上可使用一种简单而直接的方式编写新的统计方法。它易于扩展，并为快速编程实现新方法提供了一套十分自然的语言。
 
（7）R语言的功能可以被整合进其他语言编写的应用程序，包括C++、Java、Python、PHP、Pentaho、SAS和SPSS。这让用户在继续使用自己熟悉语言的同时在应用程序中加入R语言的功能。
 
（8）R语言可运行于多种平台之上，包括Windows、UNIX和Mac OS X。这基本上意味着它可以运行于所能拥有的任何计算机上。
 
R语言可以在CRAN上免费下载。CRAN为Comprehensive R Archive Network（R语言综合典藏网）的简称，地址为https://cran.r-project.org/mirrors.html。它除了收藏了R语言的执行文件下载版、源代码和说明文件，也收录了各种用户撰写的软件包。目前，全球有超过一百个CRAN镜像站。下载完毕后，根据所选择平台的安装说明进行安装即可。
 
为了使R语言的使用更加方便，安装R语言之后，还可以进一步地安装RStudio。RStudio是一款跨平台的、免费的、开源的R语言集成开发环境，可以跨平台运行。RStudio把常用的窗口都整合在一起，开发者不用在命令行和绘图窗口间来回切换，RStudio全部都在一个窗口，更方便操作。RStudio的主要特色如下。
 
（1）可定制的工作台，所有与R语言开发所需的工具在一个同界面（控制台、源码、工作区等）；
 
（2）语法高亮的编辑器并支持代码完成；
 
（3）直接从源码编辑器执行代码；
 
（4）全面支持Sweave和TeX文档创作；
 
（5）可运行在Windows，Mac和Linux等主要平台上，也可以作为服务器运行，使多个用户使用Web浏览器访问RStudio IDE。
 
RStudio的下载地址为https://github.com/rstudio/rstudio。
 
2.1.2　R语言的基本操作
 
R语言是一种区分大小写的解释型语言，使用命令行的工作方式。对于数据分析来说，命令行操作会更加灵活，更容易进行编程和自动化处理。R语言的基本界面就是一个交互式命令窗口，命令提示符是一个大于号（>），在命令提示符（>）后，每次输入并执行一条命令，或者一次性执行写在脚本文件中的一组命令，如图2-1所示。
 
R命令主要有两种形式：表达式或赋值运算。R使用<-，而不是传统的＝作为赋值符号。例如，以下语句：
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创建了一个名为x的向量对象，它包含5个来自标准正态分布的随机偏差，如图2-2所示。
 
为了方便起见，可以用向上光标键来找回以前运行的命令再次运行或修改后再运行。也可以将语句写在脚本区，选择需要执行的语句，单击Run按钮即可运行，运行结果显示在控制台区（Console）。如图2-3所示，图中的脚本计算1~100的和。
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 图2-1　R语言的交互式命令窗口
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 图2-2　R语言赋值语句示例
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 图2-3　R语言脚本示例
 

 
2.1.3　R语言的常用命令
 
下面列举几个R语言中的常用命令。
 
1．工作目录的设置与获取
 
（1）setwd（dir）：设定工作目录，dir是代表目录的字符串。
 
（2）getwd（）：获取当前工作目录。
 
例如，将d:\设置为工作目录：
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2．包操作
 
（1）library（）：列出已安装的包。
 
（2）require（package）或library（package）：加载包。
 
例如：
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（3）data（）：列出已安装的包中的所有数据集。
 
（4）data（package=“packagename”）：列出指定的包中的所有数据集。
 
例如，列出arules包中的所有数据集：
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3．帮助命令
 
（1）help（command）：查看某一个命令或函数的帮助文档。
 
例如，打开lapply命令的帮助文档：
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（2）help（package=“packagename”）：打开某一个包的帮助文档。
 
例如，打开cluster包的帮助文档：
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2.1.4　包的安装与加载
 
R语言的使用，很大程度上是借助各种各样的R包的辅助。从某种程度上讲，R包就是针对于R的插件，不同的插件满足不同的需求，目前R语言收录了大量的可用于经济计量、财政分析、人文科学、人工智能等研究的包。
 
首次使用时，R语言默认只安装了base包，还有很多包在第一次使用时都需要先安装，安装以后每次需要使用包的时候只需加载该包即可。
 
1．包的安装
 
R语言中通常使用如下方法安装函数包。
 
1）使用命令
 
一种方法是在命令提示符下输入如下命令：
 
 
 [image: ] 

 
package_name是指定要安装的包名，请注意大小写。
 
dir指的是包安装的路径。默认情况下是安装在..\library文件夹中的。可以通过对该参数的修改来选择安装的文件夹。
 
例如，以安装MASS包为例，使用如下命令：
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运行该命令，R软件会自动下载MASS包，然后将MASS包安装在D:\R\R_Packages目录下。
 
2）本地离线安装
 
选择合适的镜像下载要安装的包的压缩文件，则可以实现在本地离线安装。在不同操作系统下安装文件的后缀名是不一样的。
 
（1）Linux环境编译运行，安装文件的后缀为：.tar.gz。
 
（2）Windows环境编译运行，安装文件的后缀为：.zip文件。
 
（3）Mac OS环境编译运行，安装文件的后缀为：.tgz文件。
 
在如图2-4所示的对话框中，在Install from下拉列表框中选择Package Archive File（.zip;.tar.gz），则会弹出安装文件选择的对话框，在本地数据盘中选择需要安装的包的压缩文件即可实现本地离线安装。
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 图2-4　R语言安装包的选项框
 

 
2．加载包
 
包安装后，如果要使用包的功能，必须先把包加载到内存中（默认情况下，R语言启动后默认加载基本包），加载包的命令为：library（“包名”）或require（“包名”）。
 
2.2　数据操作
 
2.2.1　基本数据类型
 
在R语言里操作或接触的所有东西都称作对象。对象有很多种类，可以包含各种类型的数据。R语言中常见的数据类型有：字符型（character）、数值型（numeric）、整型（integer）、复数型（complex）、因子型（factor）以及逻辑型（logical）。R语言里最常见的基本对象是向量（vector），一个向量可以包含同一类型的多个对象，用命令c（）构造一个向量。
 
（1）数值型（numeric）：一般数字形式的数据都为数值型（实数或者小数），从传统的数据分类方式来看，即指定量变量。例如：
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（2）整型（integer）：仅含有整数，且设定数据类型为integer，否则一般为数值型。例如：
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（3）复数型（complex）：取值可以扩展到虚数。例如：
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其中，i是个特殊符号，代表复数的虚部。
 
（4）逻辑型（logical）：取TRUE和FALSE两个固定值，用于指示判断结果。例如：
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（5）字符型（character）：指向量中每个元素都是一个字符或字符串，即一般的数据分类方式中所说的定性变量。例如：
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（6）因子型（factor）：因子是一种特殊的向量类型，通常用来记录分类数据。因子有两种类型：有序的以及无序的。无序因子可以认为是用来标记那些有标签有类别但是又没有顺序的数据，比如说男性和女性。有序因子可以用来标记那些有先后次序的数据，这些数据可以不是数值型的，但却是有序的。例如，大学的助教、讲师、副教授以及正教授，这就是一种有序的分类。所以可以把有序因子当作是一个整型向量，其中每个整数都有一个标签。例如，一个由1、2、3组成的向量，1代表较高的值，2代表一个中等的值，3代表一个较低的值。这三个变量将会有三个标签，分别是高、中、低，在R当中分别用1、2、3来表示。可以使用factor（）函数来创建因子，命令如下。
 
 
 [image: ] 

 
创建一个含有两个level（yes和no）的简单因子，命令如下：
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一个向量可以包含单一类型的多个对象，因此可以有实数向量或整数向量。但是一个标准的向量不能包含不同类型的对象，同一个向量里的所有对象都必须是同一类型的。如果一个向量中包含两种不同类型的对象，那么R会创建最低级公共类型的向量。此时R不会报错，而是将向量强制转换成为二者的最低级公共类型。例如：
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若想强制转换对象的类型，可以使用as.numeric（）、as.logical（）、as.charcater（）函数进行强制转换，例如：
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强制转换也不一定总能成功，如果它失败了就会返回NA值。所有无意义的强制转换就会导致NA值。
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2.2.2　数据结构
 
R语言中的数据结构主要包括向量、矩阵、列表、数组和数据框。
 
1．向量
 
最简单的数据结构就是由一串有序数值构成的数值向量。假如要创建一个含有5个数值的向量x，且这5个值分别为1,3,5,7和9，则R语言中的命令为：
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2．矩阵
 
矩阵是R语言里的一类特殊向量，它们不是一种单一的数据类型，而是有维度属性的向量。维度属性是一个整型向量，它的长度为2。其中，第一个数字是矩阵的行数，第二个数字是矩阵的列数。
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矩阵是按列生成的，可以把这个过程想象成把一个向量里的所有数按列填入矩阵中，先填第一列，填完第一列最后一行的数字后再填第二列，然后是第三列等。
 
例如，使用1~6的数列创建一个矩阵，指定这个矩阵有两行三列，输入命令如下。
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还有一种创建矩阵的方法就是使用cbind（）或rbind（）函数通过绑定行或者列来创建，例如：
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3．列表
 
可以包含多种类型的对象的向量叫作列表，列表是一个由多个对象组成的序列，只是其中每个对象的类型可以各不相同。比方说一个列表可以包含字符型、数值型和逻辑型的对象，也可以包含一个列表。列表的每个元素可以是不同类型的对象，这就让列表可以轻松存放各种类型的数据。在R语言中列表是非常有用而且常用的对象，尤其是在和其他我们即将学到的函数类型一起使用时。例如，使用list（）函数创建一个列表x，第一个元素是数值对象1，第二个元素是字符“a”，第三个是逻辑值TRUE，第四个是复数，命令如下。
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在输出结果中，列表的元素用［［］］里面的数字进行索引，所以第一个元素是向量1，第二个元素是向量“a”，第三个元素是向量TRUE，第四个元素是复数向量1+4i。
 
列表元素由［［］］包围，其他向量的元素则只有［］，这是把列表和其他类型的向量区分开的一种方法。
 
列表中的元素还可以是数据框。所以组成列表的元素可以是任何类型的对象，这也是列表会这么有用的原因。数据框可以理解成一个松散的数据集。它可以是由不同类型的列（数字、因子、字符等）组成的类矩阵。
 
4．数组
 
数组与矩阵类似，但是维度可以大于2。数组可通过array函数创建，形式如下：
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例如：
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5．数据框
 
数据框是R语言中最常处理的数据结构。R语言中的数据框由行和列组成，与矩阵不同的是，数据框中的每个列可以是不同的数据类型。数据框的每一列都有列名，每一行也可以指定行名。如果不指定行名，则用从1开始自增的序列来标识每一行。
 
使用data.frame（）函数来初始化一个数据框。例如要定义一个student数据框，其中包括ID和Name，还有Gender以及Birthdate，则代码为：
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与矩阵一样，使用［行Index，列Index］的格式可以访问数据框的具体元素。
 
比如访问第一行：student［1,］；
 
访问第二列：student［,2］；
 
使用列的Index或者列名可以选取要访问的那些列。比如要访问ID和Name，则代码为：
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如果只访问某一列，返回的是Vector类型的，则可以使用［［或者＄来访问。比如要取得所有student的Name列，则代码为：
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2.2.3　数据读写
 
1．读数据
 
对R语言的初学者来讲，面对一片空白的命令行窗口，第一道真正的难关也许就是数据的读入。数据来源有很多途径，例如从网页抓取、公共数据源获得、文本文件导入。R语言的数据读取函数主要有read.table（）、scan（）、read.fwf（）、readLines（）等。下面给出几种常用的数据读入方法。
 
1）使用read.table（）读文件
 
read.table（）函数的格式为：
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例如，用read.table（）读c:\data下的文件houses.dat。
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如果明确数据第一行作表头，则使用header选项，例如：
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read.table（）的变形有read.csv（）、read.csv2（）、read.delim（）、read.delim2（）。前两个读取逗号分割的数据，后两个读取其他分隔符数据。
 
2）使用scan（）函数读文件
 
除了read.table（）这类读取文本文档的函数，还可以用scan（）函数读入数据。不同的是它的返回值为列表或者向量。用scan（）读文件比read.table（）更灵活，但要指定变量类型。例如，C:\data\data.dat的文件内容如下。
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用scan（）读取该文件：
 
 
 [image: ] 

 
3）用read.fwf（）读取文件中一些固定宽度数据
 
read.fwf（）函数的格式为：
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例如，C:\data\data.txt的文件内容如下。
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用read.fwf（）读取该文件：
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4）使用剪贴板读数据
 
如果已经有一个打开的表格，可以复制其中的内容，然后用readClipboard（）或者read.table（）等函数导入数据。
 
例如，对于一个打开的Excel文件，选择要读取的数据，然后使用Ctrl+C键复制，在R中输入如下命令便可读入数据：
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2．写数据
 
写数据即将数据导出到某种格式的文件中。R语言提供了write.table（）、cat（）等函数来导出数据。不过值得指出的是，R语言能够导出的数据格式是有限的，比如在基本包中，我们能够导出数据的格式只有txt和csv。现在介绍一下两个函数的用法。
 
1）write.table（）函数
 
write.table（）函数的格式为：
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write.csv（），write.csv2（）可以看作write.table（）的变体，write.csv（）与参数sep=“,”的write.table（）是等效的。下面介绍几个常见的参数。
 
x：数据集。
 
file：文件的路径，包括文件名如“D:/R/data/data1.csv”。
 
quote：数据在写入文件中时常用引号将其隔开，当参数为F时，文件中的数据不再用引号修饰。
 
append：是否追加，如果文件名已存在而没有选择追加，那么文件将会被覆盖。（覆盖时是没有提示的，所以命名时需要注意。）
 
例如：
 
创建数据框d:
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将数据框d保存为简单文本：
 
 
 [image: ] 

 
将数据框保存为逗号分隔文本：
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2）cat（）函数
 
cat（）函数的格式为：
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cat（）作为一个输出函数与DOS命令差不多，也是将数据集或数据写入文件中，常用参数和write.table（）类似。cat（）函数用来输出，可以把多个参数连接起来再输出（具有paste（）的功能）。例如：
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还可以指定一个参数file，即给定一个文件名，把结果写到该指定的文件中，例如：
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如果指定的文件已经存在则原来内容被覆盖。加上一个append=TRUE参数可以不覆盖原文件而是在文件末尾附加，这很适用于运行中的结果记录。cat（）的用法比较丰富，也可以用来查看文件，与format合用控制输出格式等。
 
2.2.4　数据的描述性统计
 
描述性统计是一种从大量数据中压缩提取信息的工具，最常用的就是summary命令，该命令对于数值变量计算了5个分位点和均值，对于分类变量则计算了频数。例如：
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描述性统计通过计算统计量等方法来描述数据的分布特征，常用的统计量包括均值、众数、中位数、百分位数等，计算这些统计量的常用函数如表2-1所示。
 
 
 表2-1　常用的统计量计算函数
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2.3　R语言语法
 
2.3.1　分支结构
 
R语言的分支结构主要使用if、else、if…else、switch语句来实现。
 
1．if语句
 
if语句包含一个布尔表达式后跟一个或多个语句。在R语言中创建if语句的基本语法：
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例如：
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上述语句执行结果：
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2．if…else语句
 
if语句可以跟着可选的else语句，当if语句布尔表达式是false时，else代码块将被执行。
 
在R语言中的if…else语句创建的基本语法是：
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例如：
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上述语句的执行结果为：
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3．switch语句
 
switch语句允许一个变量值的列表来平等进行测试。在R语言中创建switch语句的基本语法是：
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如果expression对象等于n，则执行第n条分支的casen语句。如果expression的取值大于list对象的长度，则返回值是NULL。例如：
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不显示任何信息。
 
2.3.2　循环结构
 
在一般情况下，代码中的语句是顺序执行的：一个函数中的第一条语句首先执行，然后是第二条语句，等等。循环语句可以让我们执行语句或语句组多次。R编程语言提供了如表2-2所示的几种循环来处理循环需求。
 
 
 表2-2　R语言的循环类型
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1．repeat循环
 
repeat重复循环一次又一次地执行相同的代码，直到停止条件得到满足。
 
在R中创建一个重复（repeat）循环的基本语法是：
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例如，下列代码：
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执行结果如下：
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2．while循环
 
while循环一次又一次地执行相同的代码，直到条件得到满足时停止。在R语言中创建while循环的基本语法是：
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例如，下列代码：
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执行结果如下：
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3．for循环
 
for循环可以用来编写需要执行的特定次数的循环。在R语言中创建for循环的基本语法是：
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R语言的for循环是特别灵活的，因为它们并不限于整数或输入偶数，可以输入字符向量、逻辑向量、列表或表达式。例如，下列代码：
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执行结果如下：
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2.3.3　R语言函数
 
函数是一个组织在一起的一组执行特定任务的语句。R语言有大量的内置函数，用户也可以创建自己的函数。
 
1．函数定义
 
R函数使用关键字function来创建，基本语法如下：
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2．函数的组成部分
 
函数的组成部分如下。
 
（1）函数名称：这是函数的实际名称，在R语言环境中函数被看作一个对象，函数名称用以标识该对象。
 
（2）参数：参数是一个占位符。当调用一个函数时，传递一个值到参数。参数是可选的；也就是说，一个函数可以含有任何参数。此外，参数可以有默认值。
 
（3）函数体：函数体中的语句定义了函数的功能。
 
（4）返回值：返回值就是函数给出的结果，可以是任何R对象。在R语言中，没有return语句的时候，会把整个函数的最后一句作为返回语句。
 
3．用户自定义函数示例
 
在R语言中，用户可以根据功能需求创建自定义函数，一旦创建，它们可以像内置函数一样使用。例如，创建一个按顺序输出数的平方的函数：
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调用该函数，比如传入参数6，则依次打印出1~6中每个数的平方。
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2.3.4　apply函数族
 
apply函数族是R语言中数据处理的一组核心函数，在R语言中具有重要的地位。通过使用apply系列函数，可以实现对数据的循环、分组、过滤、类型控制等操作。事实上，apply函数族本身就是解决数据循环处理问题的，为了面向不同的数据类型、不同的返回值，apply系列函数共包括8个功能类似的函数，分别是apply（）、lapply（）、sapply（）、vapply（）、tapply（）、eapply（）、mapply（）和rapply（）。因为家族比较庞大，此处只介绍前三个函数（apply（）、lapply（）和sapply（））。
 
1．apply（）函数
 
apply（）函数是最常用的代替for循环的函数。apply（）函数可以对矩阵、数据框、数组（二维或多维），按行或列进行循环计算，对子元素进行迭代，并把子元素以参数的形式传递到自定义的FUN函数中，并返回计算结果。
 
该函数定义如下：
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各参数含义如下。
 
X：表示要处理的数据，可以是数组、矩阵或数据框。
 
MARGIN：表示按行还是按列计算，1表示按行，2表示按列。
 
FUN：表示所调用函数（可以是R内置的函数，也可以是自定义函数）。
 
比如，对一个矩阵按行求和，使用apply循环R语句如下。
 
定义一个矩阵：
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按行求和：
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如果按列求和，则使用如下语句：
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2．lapply（）函数
 
lapply函数主要用来对list、data.frame数据集进行循环，并返回和X长度相同的list结构作为结果集，通过lapply的开头的第一个字母l就可以判断返回结果集的类型。该函数定义如下：
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参数X、FUN的含义同apply函数。
 
例如，计算如下列表中每个列表元素的均值：
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从上面的例子可以看出：lapply函数可以很方便地对list数据集进行循环操作。lapply函数还可以对data.frame数据集按列进行循环，例如：
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但如果传入的数据集是一个向量或矩阵对象，那么直接使用lapply就不能达到想要的效果了。例如，使用lapply对矩阵的列求和，代码如下。
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lapply会分别循环矩阵中的每个值，而不是按行或按列进行分组计算。
 
3．sapply（）函数
 
sapply函数是一个简化版的lapply，sapply增加了两个参数simplify和USE.NAMES，主要就是让输出看起来更友好，返回值为向量，而不是list对象。该函数定义如下：
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其中，参数X、FUN的含义同其他apply函数；如果参数simplify=TRUE，则函数sapply的返回值不是一个list，而是一个矩阵；若simplify=FALSE，则函数sapply的返回值仍然是一个list。参数USE.NAMES的值为逻辑值，如果该值为TRUE并且X为字符串，则使用X作为结果数据名。
 
例如，使用sapply进行如下计算：
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如果simplify=FALSE和USE.NAMES=FALSE，那么完全sapply函数就等于lapply函数了。
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对于字符串的向量，还可以自动生成数据名。
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2.4　R语言绘图
 
R语言提供了非常丰富的绘图功能，图形工具是R环境的一个重要组成部分。R语言提供的多种与绘图相关的命令可以被分成以下三类。
 
（1）高级绘图命令：在图形设备上产生一个新的图区，它可能包括坐标轴、标签、标题等。
 
（2）低级绘图命令：在一个已经存在的图上加上更多的图形元素，如额外的点、线和标签。
 
（3）交互式图形命令：允许交互式地用鼠标在一个已经存在的图上添加图形信息或者提取图形信息。
 
在R语言中执行绘图命令，会启动一个图形设备驱动。该驱动会打开特定的图形窗口以显示交互式的图片。一旦设备驱动启动，R语言绘图命令可以用来产生统计图或者设计全新的图形显示。此外，R语言有一系列图形参数。这些图形参数可以修改从而定制你的图形环境。
 
R语言支持的图表类型很多，本部分介绍几种舆情分析时常用的图形及其对应的绘图函数。
 
2.4.1　条形图
 
条形图显示各个项目之间的比较情况。生成条形图时，主要用到的函数是barplot（），该函数格式如下。
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部分参数说明如下。
 
density：底纹的密度。默认值为NULL。
 
angle：设置底纹的斜率。
 
names.arg：边框的名字。
 
xlim和ylim：设置图形x轴与y轴的范围。
 
xlab和ylab：设置x轴与y轴的label。
 
axes：逻辑参数。设置图形是否显示x轴或y轴。
 
las：与axes参数相对应，表示坐标轴label的方向（0和1）。
 
plot：逻辑参数。设置是否显示条形图。
 
beside：逻辑参数。如果是FALSE，那么将绘画堆叠式条形；如果是TRUE，将绘画并列式条形。
 
cex.axis：设置坐标轴数值的膨胀率。比如cex.axis=1.5。
 
cex.names：设置条形标签（barlabels）的膨胀率。比如cex.axis=1.5。
 
col：设置条形底纹或者填充颜色。
 
border：设置条形边缘颜色。如果设置为NA，则消除了边缘。
 
width：设置条形的宽度。
 
axis.lty：设置x轴的类型（类似lty）。默认axis.lty=0。
 
names.arg：设置条形标签（barlabels）。
 
horiz：逻辑参数。设置图形是水平或是垂直。
 
space：设置各个条形间的宽度。相当于各个条形宽度的一部分。
 
axisnames：逻辑参数。设置是否显示条形标签。
 
add：逻辑参数。设置是否将barplot加在目前已经有的图上。
 
例如，使用vcs包中的Arthritis数据集绘制条形图，这份数据表示一项风湿性关节炎新疗法的双盲临床实验的结果。数据格式及前几条数据显示如下。
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建立条形图：
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结果如图2-5所示。
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 图2-5　条形图示例
 

 
将条形图的方向改为水平：
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结果如图2-6所示。
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 图2-6　水平方向的条形图示例
 

 
2.4.2　饼图
 
饼图显示一个数据系列中各项的大小与各项总和的比例。注意：只有一个数据列。生成饼图的函数为pie（x,labels），x是非负数值向量，表示每个扇形的面积。例如：
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结果如图2-7所示。
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 图2-7　饼图示例
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结果如图2-8所示。
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 图2-8　带比例数值的饼图示例
 

 
2.4.3　直方图
 
对于定量变量（数值型变量），常用直方图来展示某个变量取值的分布，利用直方图可以估计总体的概率密度。
 
将变量取值的范围分成若干区间，直方图是用面积而不是用高度来表示数，总面积是100%。每个区间矩形的面积恰是落在该区间内的百分数（频率），所以：
 
矩形的高＝频率／区间长度＝密度
 
特别地，若区间是等长的，则“矩形的高”就是频率。
 
注意：直方图矩形之间是没有间隔的。函数hist（）用于绘制直方图，基本格式为：
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其中，x为数值向量；
 
breaks为分段区间：各区间端点构成的向量、分段数、计算划分区间的算法名称、划分区间个数的函数（方法）；
 
freq：默认为TRUE表示绘制频数直方图，若为FALSE则绘制频率直方图；
 
probability：与freq对立，设置是否以概率密度作图，默认为FALSE。
 
例如，绘制一个简单直方图：
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结果如图2-9所示。
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 图2-9　直方图示例
 

 
2.4.4　散点图
 
1．一般散点图
 
以两个定量变量的数值在二维坐标系中描点，生成的图形就是散点图。散点图能直观地显示出因变量随自变量变化而变化的大致趋势，据此可以选择合适的函数对数据点进行拟合。
 
用函数plot（）绘制散点图，基本格式为：
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其中，x为自变量数据；y为因变量数据；main设置标题。
 
例如：
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结果如图2-10所示。
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 图2-10　散点图示例
 

 
2．散点图矩阵
 
即多个变量的两两散点图以矩阵的形式排列起来，矩阵中每个散点图的行、列的长度都是固定的。
 
使用函数pairs（）绘制散点图矩阵，绘图对象为数据框的调用格式：
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其中，x为数据框的若干列数据；labels设置变量名标签；panel为面板函数。
 
或者绘图对象为公式的调用格式：
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其中，公式为~x+y+z的形式，设置要绘制的变量；data为数据框名；subset为可选取部分子集。
 
例如，使用R的内置数据集mtcars绘制散点图矩阵，该数据集记录了32种不同品牌的轿车的11个属性，数据示例如下。
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为所有列数据绘制散点图矩阵：
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结果如图2-11所示。
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 图2-11　散点图矩阵示例
 

 
设置部分列绘制散点图矩阵：
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结果如图2-12所示。
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 图2-12　部分列散点图矩阵示例
 

第3章　网络舆情信息采集及R爬虫的实现
 
3.1　网络舆情信息采集的基本原理
 
3.1.1　网络爬虫及其主要类型
 
舆情分析的基础是数据。数据从哪里来？目前舆情分析所使用的数据大都是通过网络爬虫从互联网各个媒体抓取的，这些媒体主要包括新闻、论坛、博客、微博、微信、贴吧、社区等。毫无疑问，网络爬虫是舆情分析必备的武器。
 
网络爬虫是一个自动提取网页的程序，它为搜索引擎从万维网上下载网页，是搜索引擎的重要组成。网络爬虫按照系统结构和实现技术，大致可以分为以下几种类型：通用网络爬虫（General Purpose Web Crawler）、聚焦网络爬虫（Focused Web Crawler）、增量式网络爬虫（Incremental Web Crawler）、深层网络爬虫（Deep Web Crawler）。实际的网络爬虫系统通常是几种爬虫技术相结合实现的。
 
1．通用网络爬虫
 
通用网络爬虫又称全网爬虫，爬行对象从一些种子URL扩充到整个Web，主要为门户站点搜索引擎和大型Web服务提供商采集数据。由于商业原因，它们的技术细节很少公布出来。这类网络爬虫的爬行范围和数量巨大，对于爬行速度和存储空间要求较高，对于爬行页面的顺序要求相对较低，同时由于待刷新的页面太多，通常采用并行工作方式，但需要较长时间才能刷新一次页面。虽然存在一定缺陷，通用网络爬虫适用于为搜索引擎搜索广泛的主题，有较强的应用价值。
 
通用网络爬虫的结构大致可以分为页面爬行模块、页面分析模块、链接过滤模块、页面数据库、URL队列、初始URL集合几个部分。为提高工作效率，通用网络爬虫会采取一定的爬行策略。常用的爬行策略有深度优先策略、广度优先策略。
 
（1）深度优先策略：其基本方法是按照深度由低到高的顺序，依次访问下一级网页链接，直到不能再深入为止。爬虫在完成一个爬行分支后返回到上一链接节点进一步搜索其他链接。当所有链接遍历完后，爬行任务结束。这种策略比较适合垂直搜索或站内搜索，但爬行页面内容层次较深的站点时会造成资源的巨大浪费。
 
（2）广度优先策略：此策略按照网页内容目录层次深浅来爬行页面，处于较浅目录层次的页面首先被爬行。当同一层次中的页面爬行完毕后，爬虫再深入下一层继续爬行。这种策略能够有效控制页面的爬行深度，避免遇到一个无穷深层分支时无法结束爬行的问题，实现方便，无须存储大量中间节点，不足之处在于需较长时间才能爬行到目录层次较深的页面。
 
2．聚焦网络爬虫
 
聚焦网络爬虫又称主题网络爬虫，是指选择性地爬行那些与预先定义好的主题相关页面的网络爬虫。和通用网络爬虫相比，聚焦爬虫只需要爬行与主题相关的页面，极大地节省了硬件和网络资源，保存的页面也由于数量少而更新快，还可以很好地满足一些特定人群对特定领域信息的需求。
 
聚焦网络爬虫和通用网络爬虫相比，增加了链接评价模块以及内容评价模块。聚焦爬虫爬行策略实现的关键是评价页面内容和链接的重要性，不同的方法计算出的重要性不同，由此导致链接的访问顺序也不同。常用的爬行策略包括：基于内容评价的爬行策略、基于链接结构评价的爬行策略、基于增强学习的爬行策略、基于语境图的爬行策略。
 
（1）基于内容评价的爬行策略：DeBra将文本相似度的计算方法引入到网络爬虫中，提出了Fish Search算法，它将用户输入的查询词作为主题，包含查询词的页面被视为与主题相关，其局限性在于无法评价页面与主题相关度的高低。Herseovic对Fish Search算法进行了改进，提出了Sharksearch算法，利用空间向量模型计算页面与主题的相关度大小。
 
（2）基于链接结构评价的爬行策略：Web页面作为一种半结构化文档，包含很多结构信息，可用来评价链接重要性。PageRank算法最初用于搜索引擎信息检索中对查询结果进行排序，也可用于评价链接重要性，具体做法就是每次选择PageRank值较大页面中的链接来访问。另一个利用Web结构评价链接价值的方法是HITS方法，它通过计算每个已访问页面的Authority权重和Hub权重，来决定链接的访问顺序。
 
（3）基于增强学习的爬行策略：Rennie和McCallum将增强学习引入聚焦爬虫，利用贝叶斯分类器，根据整个网页文本和链接文本对超链接进行分类，为每个链接计算出重要性，从而决定链接的访问顺序。
 
（4）基于语境图的爬行策略：Diligenti等人提出通过建立语境图（Context Graphs）学习网页之间的相关度，训练一个机器学习系统，通过该系统可计算当前页面到相关Web页面的距离，距离越近的页面中的链接优先访问。
 
3．增量式网络爬虫
 
增量式网络爬虫是指对已下载网页采取增量式更新和只爬行新产生的或者已经发生变化网页的爬虫，它能够在一定程度上保证所爬行的页面是尽可能新的页面。和周期性爬行和刷新页面的网络爬虫相比，增量式爬虫只会在需要的时候爬行新产生或发生更新的页面，并不重新下载没有发生变化的页面，可有效减少数据下载量，及时更新已爬行的网页，减小时间和空间上的耗费，但是增加了爬行算法的复杂度和实现难度。增量式网络爬虫的体系结构包含爬行模块、排序模块、更新模块、本地页面集、待爬行URL集以及本地页面URL集。
 
增量式爬虫有两个目标：保持本地页面集中存储的页面为最新页面和提高本地页面集中页面的质量。为实现第一个目标，增量式爬虫需要通过重新访问网页来更新本地页面集中页面内容，常用的方法有以下几种。
 
（1）统一更新法：爬虫以相同的频率访问所有网页，不考虑网页的改变频率。
 
（2）个体更新法：爬虫根据个体网页的改变频率来重新访问各页面。
 
（3）基于分类的更新法：爬虫根据网页改变频率将其分为更新较快网页子集和更新较慢网页子集两类，然后以不同的频率访问这两类网页。
 
为实现第二个目标，增量式爬虫需要对网页的重要性排序，常用的策略有广度优先策略、PageRank优先策略等。IBM开发的WebFountain是一个功能强大的增量式网络爬虫，它采用一个优化模型控制爬行过程，并没有对页面变化过程做任何统计假设，而是采用一种自适应的方法根据先前爬行周期里爬行结果和网页实际变化速度对页面更新频率进行调整。北京大学的天网增量爬行系统旨在爬行国内Web，将网页分为变化网页和新网页两类，分别采用不同爬行策略。为缓解对大量网页变化历史维护导致的性能瓶颈，它根据网页变化时间局部性规律，在短时期内直接爬行多次变化的网页，为尽快获取新网页，它利用索引型网页跟踪新出现的网页。
 
4．深层网络爬虫
 
Web页面按存在方式可以分为表层网页和深层网页。表层网页是指传统搜索引擎可以索引的页面，以超链接可以到达的静态网页为主构成的Web页面。深层网页是那些大部分内容不能通过静态链接获取的、隐藏在搜索表单后的，只有用户提交一些关键词才能获得的Web页面，例如那些用户注册后内容才可见的网页就属于深层网页。BrightPlanet公司的统计表明，深层网页蕴含的信息量是表层网页的500倍，并且数量每年仍在飞快地增长，是互联网上最大、发展最快的新型信息资源。所以研究深层网络是必需的而且意义深远。
 
深层网络爬虫体系结构包含6个基本功能模块（爬行控制器、解析器、表单分析器、表单处理器、响应分析器、LVS控制器）和两个爬虫内部数据结构（URL列表、LVS表）。其中，LVS（Label Value Set）表示标签／数值集合，用来表示填充表单的数据源。
 
深层网络爬虫爬行过程中最重要的部分就是表单填写，包含以下两种类型。
 
（1）基于领域知识的表单填写：此方法一般会维持一个本体库，通过语义分析来选取合适的关键词填写表单。Yiyao Lu等人提出一种获取Form表单信息的多注解方法，将数据表单按语义分配到各个组中，对每组从多方面注解，结合各种注解结果来预测一个最终的注解标签；郑冬冬等人利用一个预定义的领域本体知识库来识别深层页面内容，同时利用一些来自Web站点导航模式来识别自动填写表单时所需进行的路径导航。
 
（2）基于网页结构分析的表单填写：此方法一般无领域知识或仅有有限的领域知识，将网页表单表示成DOM树，从中提取表单各字段值。Desouky等人提出一种LEHW方法，该方法将HTML网页表示为DOM树形式，将表单区分为单属性表单和多属性表单，分别进行处理；孙彬等人提出一种基于XQuery的搜索系统，它能够模拟表单和特殊页面标记切换，把网页关键字切换信息描述为三元组单元，按照一定规则排除无效表单，将Web文档构造成DOM树，利用XQuery将文字属性映射到表单字段。Raghavan等人提出的HIWE系统中，爬行管理器负责管理整个爬行过程，分析下载的页面，将包含表单的页面提交表单处理器处理，表单处理器先从页面中提取表单，从预先准备好的数据集中选择数据自动填充并提交表单，由爬行控制器下载相应的结果页面。
 
3.1.2　爬虫的工作流程
 
一个通用的网络爬虫的基本架构如图3-1所示。
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 图3-1　网络爬虫的基本架构和工作流程
 

 
从图3-1可以看出，网络爬虫工作时，首先根据种子网页的URL，形成初始的待爬取的URL集合，然后依次读取并从互联网上下载、保存、分析并获取该网页中新的URL链接。对于新的URL，根据深度、宽度和最佳优先等不同策略，放入到待爬取的URL集合。如果是基于相似度的最佳定向策略，此时还需要考虑相似度的衡量。对于已经处理完毕的网页，将其内容存入数据库作为镜像缓存。而其URL地址则放入已爬取的集合，以避免重复。需要注意的是，在很多应用场景下，网页爬取仅执行一次是不够的，需要定期更新其内容。因此已获取的集合需要定期更新，或者是针对不同类型的网页设置更为精细的更新计划。例如，像时事新闻这种网站，消息的及时性要求很高，因此可以加快对该类型站点的爬取频率，缩短更新的周期。随着整个流程不断的循环和往复，互联网上的数据会不断地收集和存储。由于互联网数据规模庞大得难以想象，所以爬虫通常需要不停地行走，以发现新的大陆，探索未知的信息世界。
 
3.2　免费的网络舆情采集利器——八爪鱼数据采集器
 
目前，世界上已经成型的爬虫软件多达上百种。这些爬虫使用Java、Python、C++、C#、PHP等语言开发。例如，使用Java语言开发的典型爬虫有Arachnid、crawlzilla、Ex-Crawler等；使用Python开发的常用爬虫有QuickRecon、Scrapy等；使用C++开发的常用爬虫有larbin、ICDL Crawler、Methabot等；使用C#开发的爬虫有NWebCrawler、Sinawler等；使用PHP开发的爬虫有OpenWebSpider、PhpDig等。这些爬虫工具具有良好的设计，能够为数据分析等工作爬取到很多有价值的数据。
 
对于舆情分析来说，利用爬虫工具实时采集相关媒体的数据，很容易获取到更加全面、多样的舆情数据，保证了获取民意的准确性，能够帮助舆情监测分析人员第一时间掌握第一手舆情资料，追踪传播源头，捕捉舆论拐点，分析舆情变化趋势，做到对舆情事件的“先知先觉”。
 
本节介绍一款免费的网络舆情采集利器——八爪鱼数据采集器。
 
3.2.1　简介
 
八爪鱼采集器是深圳视界信息技术有限公司研发的一款业界领先的网页采集软件，具有使用简单、功能强大等诸多优点。该系统以完全自主研发的分布式云计算平台为核心，可以在很短的时间内，轻松地从各种不同的网站或者网页获取大量的规范化数据，帮助任何需要从网页获取信息的客户实现数据自动化采集、编辑、规范化，摆脱对人工搜索及收集数据的依赖，从而降低获取信息的成本，提高效率。
 
简单来讲，使用八爪鱼可以非常容易地从任何网页精确采集所需要的数据，生成自定义的、规整的数据格式。八爪鱼数据采集系统能做的包括但并不局限于以下内容。
 
（1）金融数据，如季报、年报、财务报告，包括每日最新净值自动采集；
 
（2）各大新闻门户网站实时监控，自动更新及上传最新发布的新闻；
 
（3）监控竞争对手最新信息，包括商品价格及库存；
 
（4）监控各大社交网站、博客，自动抓取企业产品的相关评论；
 
（5）收集最新最全的职场招聘信息；
 
（6）监控各大地产相关网站，采集新房二手房最新行情；
 
（7）采集各大汽车网站具体的新车二手车信息；
 
（8）发现和收集潜在客户信息；
 
（9）采集行业网站的产品目录及产品信息；
 
（10）在各大电商平台之间同步商品信息，做到在一个平台发布，其他平台自动更新；
 
（11）采集各微信平台发布的文章。
 
3.2.2　下载、安装、启动与注册账号
 
八爪鱼数据采集器是免费的，并且免费版本没有任何功能限制，下载地址为http://www.bazhuayu.com/download。该软件需要.NET 3.5 SP1的支持，Windows 7、Windows 8、Windows 10已经内置支持，无须下载，但XP系统需要安装，软件会在安装时自动检测是否安装了.NET 3.5 SP1，如果没有安装则会自动从微软官方在线安装，然后再安装八爪鱼采集器。
 
八爪鱼数据采集器的安装文件是一个文件名为“八爪鱼采集器V6.0版安装包.zip”的压缩文件，安装时先解压缩该文件，将看到如图3-2所示安装文件，在安装前请先仔细阅读“安装前必读.txt”，然后双击setup.exe，一般情况下，选择默认设置，一直单击“下一步”按钮，即可完成安装。
 
完成安装后，可以在桌面或者“开始”菜单中找到“八爪鱼采集器”的快捷方式，双击即可启动八爪鱼采集器。
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 图3-2　八爪鱼安装文件
 

 
第一次打开八爪鱼采集器，会打开登录界面，如果还没有注册“视界”通行证，那么就需要单击登录界面上的“免费注册”链接，完成账号注册。注册过程中，请注意必须提供真实正确的E-mail地址，这个邮箱将用于接收账户激活邮件，也是忘记密码时用来找回密码的唯一途径。注册完成后，登录邮箱就可以收到一份激活邮件，如果没有看到，请检查垃圾邮箱，有的邮箱有可能会阻止激活邮件的接收。如果确信没有收到激活邮件，请打开视界科技网站www.skieer.com，登录刚注册的账号，登录后，单击自己的名字转入用户中心，可以重发激活邮件。单击激活邮件中的链接，将会自动激活账号。这时候，就可以使用该账号登录八爪鱼采集器了。
 
3.2.3　八爪鱼采集器的使用
 
1．相关术语
 
使用八爪鱼数据采集器首先需要了解下列术语。
 
1）规则
 
规则是八爪鱼用来配置程序按照人工操作流程记录的一条程序规则，当软件配置好规则的时候，则可以按照所配置的规则进行数据的采集，代替人工步骤。
 
2）云加速
 
八爪鱼系统是通过分布式集群部署的方式，每个集群由数量庞大的云节点组成，单个节点的采集能力相当于一台PC的采集能力，通过八爪鱼后台的版本资源分配策略，分配到多少个云节点资源就享有几倍的加速，版本高的账户有更高的加速倍数。
 
3）云优先
 
如果是多用户共享一个云集群的资源，一个集群的规模大小是有上限的，如果同一时间提交云集群任务过多，造成资源拥堵，那么根据用户账号版本的不同，八爪鱼系统会进行默认排序，版本高的，优先级高，将有优先获得资源分配的权益。暂时未分配到资源的任务将进行排队轮候。
 
4）单机采集
 
单机采集是指不占用云集群的资源，只能通过八爪鱼客户端所在的PC进行工作，在工作期间，需要计算机和软件都处于运行状态，电源中断或者网络中断都会导致数据采集任务的中断。
 
5）云采集
 
云采集是指通过使用八爪鱼提供的服务器集群进行工作，该集群是7×24小时的工作状态，在客户端将任务设置完成并提交到云服务执行进行云采集之后，可以关闭软件，关闭计算机进行脱机采集，真正实现无人值守。除此之外，云采集通过云服务器集群的分布式部署方式，多节点同时进行作业，可以提高采集效率，并且可以高效地避开各种网站的IP封锁策略。
 
6）定时采集
 
定时采集指的是用户在设定好八爪鱼的采集规则时，定时地启动采集程序。
 
7）URL循环
 
URL循环是指设定八爪鱼在指定的URL网址里面循环采集。
 
8）XPATH
 
XPATH是一种路径查询语言，简单地说就是利用一个路径表达式找到我们需要的数据的位置。XPATH专用于XML中沿着路径查找数据。八爪鱼采集器内部有一套针对HTML的XPATH引擎，使得直接用XPATH就能精准地查找定位网页里面的数据。
 
2．基本采集流程
 
使用八爪鱼采集数据通常遵循如下几个基本流程。
 
1）打开网页
 
该步骤根据设定的网址打开网页，一般为网页采集流程的第一个步骤，用来打开指定的网站或者网页。如果有多个类似的网址需要分别打开执行同样的采集流程，则应该放置在循环的内部，并作为第一个子步骤。
 
2）单击元素
 
该步骤对网页上指定的元素执行鼠标左键单击动作，比如单击按钮、单击超链接等。
 
3）输入文本
 
本步骤在输入框中输入指定的文本，例如输入搜索关键词、输入账号等。将设定的文本输入到网页的某个输入框中，如使用搜索引擎时输入关键字。
 
4）提取数据
 
本步骤根据提取数据模板的配置，从网页中提取数据，同时还可配置为提取网址、网页标题，或者生成一些数据如当前时间等。
 
5）循环
 
本步骤用来重复执行一系列步骤，根据配置不同，支持多种模式。
 
（1）循环固定单个元素，例如，循环单击每一页中的“下一页”按钮；
 
（2）循环固定列表，例如，循环处理一个页面中指定的多个元素；
 
（3）循环可变列表，当需要循环处理多个页面，但是每个页面上要处理的元素数量不固定时使用；
 
（4）循环网址列表，主要用来循环打开一批指定网址的网页，然后执行同样的处理步骤。
 
3．常用采集模式
 
针对初级用户和进阶用户，八爪鱼分别提供向导模式和高级模式。
 
1）向导模式
 
向导模式适用于新手初级用户。该模式下无须配置规则，只需按照向导提示输入相应的信息或进行相应的操作，便可以实现简单的数据采集功能。目前仅适用于以下场景。
 
（1）单网页采集：采集一页简单网页信息。例如，获取某篇新闻的标题、时间、作者、正文等内容。
 
（2）列表或表格采集：采集一页简单网页的列表或表格信息，包括一列或多列，可以循环翻页。例如，翻页循环获取电商网站列表每一个商品信息。
 
（3）列表及详情采集：采集一页简单网页的列表信息及每一项的详情信息，可循环翻页。例如，翻页循环获取电商网站列表每个商品信息，并进入商品页获取详细内容信息。
 
（4）URL列表采集（多个URL共用同一套规则）：采集多页同类型简单网页信息，每一页适用相同规则，提取到的数据汇总到同一张表。例如，无翻页连续ID内容页信息提取。
 
如图3-3所示，对于任何类型的采集，如果不熟悉操作过程，都可以单击“开始学习”按钮，八爪鱼为初级用户提供了很好的学习向导，按照向导提示步骤操作即可实现数据采集。
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 图3-3　八爪鱼采集器“向导模式”界面
 

 
2）高级模式
 
高级模式适用于进阶用户。该模式需自行配置规则，兼容全网98%以上网页数据采集。
 
使用高级模式需要使用流程设计器设计工作流程，流程设计的左边是一系列可用的图标，采用拖曳的方式将需要的图标拖到白色面板上即可，如图3-4所示。
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 图3-4　八爪鱼采集器“高级模式”工作流程设计
 

 
想熟练并灵活使用高级模式的用户也可以单击图3-5中右下角的“教程[image: ]”进行学习。
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 图3-5　八爪鱼采集器“高级模式”界面
 

 
高级模式主要是用来配置一些采集规则，事实上八爪鱼已经给我们提供了大量的规则，直接下载使用即可。如图3-6所示，单击“更多[image: ]”还可以打开规则市场，搜索更多的八爪鱼规则。
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 图3-6　八爪鱼采集规则
 

 
本书中进行舆情分析使用的数据大都是使用八爪鱼采集的，具体的采集过程将在相关章节中介绍，此处不再给出采集示例。
 
3.3　基于R语言的信息采集爬虫的开发
 
简言之，爬虫是一种利用代码（例如Java代码、Python代码、R代码等）模拟浏览器下载页面的过程并根据网页的HTML结构提取所需信息的一种工具。除了使用免费的爬虫软件，还可以根据需要，使用熟悉的语言自行开发爬虫工具。R语言中也提供了相应的包用于爬虫的开发，如rvest包、RCurl包和XML包，比较普遍的R爬虫开发方式是将RCurl包和XML包结合使用。
 
RCurl包提供了一种高级的使用R与HTTP服务器交流的套件。使用RCurl包可以下载URLs，用不同的方式提交表单并组装HTTP请求。RCurl包也支持HTTPS（安全的HTTP）协议。对下载的网页进行解析则需要使用XML包，该包能够将XML、HTML网页树解析成R结构数据。此外，网络爬虫大多都是基于HTTP的，要想开发爬虫必须熟悉HTTP。
 
3.3.1　HTTP
 
协议是指计算机通信网络中两台计算机之间进行通信所必须共同遵守的规定或规则。HTTP即超文本传输协议，它允许将超文本标记语言（HTML）文档从Web服务器传送到客户端的浏览器。HTTP采用请求／响应模型。
 
1．HTTP请求
 
一个HTTP请求报文由请求行、请求头部、空行和请求数据4个部分组成，图3-7给出了请求报文的一般格式。
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 图3-7　HTTP请求格式
 

 
1）请求行
 
请求行由请求方法、URL和HTTP协议版本三个字段组成，它们由空格分隔。例如：GET/index.html HTTP/1.1。
 
HTTP的请求方法有GET、POST、HEAD、PUT、DELETE、OPTIONS、TRACE、CONNECT。其中，GET、POST和HEAD是常用的方法。
 
（1）GET方法
 
GET是最常见的一种请求方式，当客户端要从服务器中读取文档、当单击网页上的链接或者通过在浏览器的地址栏中输入网址来浏览网页，使用的都是GET方式。GET方法要求服务器将URL定位的资源放在响应报文的数据部分回送给客户端。使用GET方法时，请求参数和对应的值附加在URL后面，利用一个问号（“？”）代表URL的结尾与请求参数的开始，传递参数长度受限制。例如：/index.jsp?id=100&op=bind，请求URL为index.jsp，在资源请求的同时传递了两个参数id和op。这样，通过GET方式传递的数据会直接显示在地址栏中。以用Google搜索domety为例，GET方法的请求格式如下。
 
 
 [image: ] 

 
可以看到，GET方式的请求一般不包含“请求内容”部分，请求数据以地址的形式表现在请求行。地址链接如下：
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地址中“？”之后的部分就是通过GET发送的请求数据，可以在地址栏中清楚地看到，各个数据之间用“&”符号隔开。显然，这种方式不适合传送私密数据。另外，由于不同的浏览器对地址的字符限制也有所不同，一般最多只能识别1024个字符，所以如果需要传送大量数据的时候，也不适合使用GET方式。
 
（2）POST方法
 
对于上面提到的不适合使用GET方式的情况，可以考虑使用POST方式，因为使用POST方法可以允许客户端给服务器提供较多的信息。POST方法将请求参数封装在HTTP请求数据中，以名称／值的形式出现，可以传输大量数据，这样POST方式对传送的数据大小没有限制，而且也不会显示在URL中。还以上面的搜索domety为例，如果使用POST方式，格式如下。
 
 
 [image: ] 

 
可以看到，POST方式请求行中不包含数据字符串，这些数据保存在“请求内容”部分，各数据之间也是使用“&”符号隔开。
 
（3）HEAD方法
 
HEAD方法与GET方法类似，只不过服务端接收到HEAD请求后只返回响应头，而不会发送响应内容。当我们只需要查看某个页面的状态的时候，使用HEAD是非常高效的，因为在传输的过程中省去了页面内容。
 
2）请求头部
 
请求头部由关键字／值对组成，每行一对，关键字和值之间用英文冒号“:”分隔。请求头部通知服务器关于客户端请求的信息，典型的请求头有以下几个。
 
（1）Host：服务器地址。
 
（2）Accept：浏览器端可以接受的媒体类型，如text/html。
 
（3）Accept-encoding：浏览器接收的编码方法，通常所指的是压缩方法。
 
（4）Accept-language：浏览器声明自己接收的语言。
 
（5）User-agent：告诉服务器客户端的操作系统、浏览器版本。
 
（6）Cookie：为了辨别用户身份、进行session跟踪而储存在用户本地终端上的数据（通常经过加密）。
 
（7）Referer：跳转页。
 
（8）Connection：客户端与服务器的连接状态。
 
3）空行
 
最后一个请求头之后是一个空行，发送回车符和换行符，通知服务器以下不再有请求头。
 
4）请求数据
 
请求数据不在GET方法中使用，而是在POST方法中使用。POST方法适用于需要客户填写表单的场合。与请求数据相关的最常使用的请求头是Content-Type和Content-Length。
 
2．HTTP响应
 
HTTP响应也由三个部分组成，分别是状态行、消息报头、响应正文，如图3-8所示。
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 图3-8　HTTP响应格式
 

 
HTTP响应的格式与请求的格式十分类似，在响应中唯一的区别在于第一行中用状态信息代替了请求信息。状态行通过提供一个状态码来说明所请求的资源情况。
 
状态行格式如下：
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例如：HTTP/1.1 200 OK（CRLF）。
 
其中，HTTP-Version表示服务器HTTP的版本；Status-Code表示服务器发回的响应状态代码；Reason-Phrase表示状态代码的文本描述。状态代码由三位数字组成，第一个数字定义了响应的类别，且有以下5种可能取值。
 
1xx：指示信息——表示请求已接收，继续处理。
 
2xx：成功——表示请求已被成功接收、理解、接受。
 
3xx：重定向——要完成请求必须进行更进一步的操作。
 
4xx：客户端错误——请求有语法错误或请求无法实现。
 
5xx：服务器端错误——服务器未能实现合法的请求。
 
常见状态代码及其状态描述如下。
 
200 OK：客户端请求成功。
 
400 Bad Request：客户端请求有语法错误，不能被服务器所理解。
 
401 Unauthorized：请求未经授权，这个状态代码必须和WWW-Authenticate报头域一起使用。
 
403 Forbidden：服务器收到请求，但是拒绝提供服务。
 
404 Not Found：请求资源不存在，如：输入了错误的URL。
 
500 Internal Server Error：服务器发生不可预期的错误。
 
503 Server Unavailable：服务器当前不能处理客户端的请求，一段时间后可能恢复正常。
 
下面是一个完整的HTTP响应报文的例子。
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3.3.2　RCurl包
 
谈到RCurl，首先需要知道什么是Curl。Curl就是利用URL语法在命令行方式下工作的开源文件传输工具，由一个已经实现并广泛使用的C库——libcurl来实现。RCurl包提供了由R语言到libcurl库的接口，从而可以实现与HTTP相关的一些功能，如服务器下载文件、保持连接、上传文件、采用二进制格式读取、句柄重定向、密码认证等。
 
使用RCurl包开发爬虫工具通常要用到三个重要的函数：getURL（）、getForm（）和postForm（）。
 
1．getURL（）函数
 
getURL（）函数可以用来下载一个或多个网址，它使用libcurl引擎执行请求并获取响应。该函数的语法格式如下：
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参数说明略，使用时可参考R语言帮助文档。通常在实际应用中设定url这个参数即可。
 
例如，下载http://www.omegahat.net网页可以使用如下代码：
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下载完的内容保存在txt中，进一步解析下载内容需要使用XML包，将在后面介绍。
 
2．getForm（）函数
 
getURL（）函数用来下载一个简单的网页，如果需要向服务器提交表单信息，则需要使用getForm（）或postForm（）函数，前者使用GET方式，后者使用POST方式。
 
getForm（）的语法格式如下：
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参数说明略，使用时可参考R语言帮助文档。在实际应用中需要指定uri和请求参数。请求参数可以使用…形式（多组参数名称／值对），也可以使用params向量或列表形式。
 
例如，向Google提交一个搜索请求，搜索关键词为“RCurl”，请求参数包括：hl,lr,ie,q,btnG。如果使用getURL（）函数，则代码如下：
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使用getForm（）函数则可以使用如下代码：
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也可以将提交的参数保存为向量或列表，使用getForm（）函数的另一种形式提交请求：
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3．postForm（）函数
 
postForm（）函数使用较为安全的POST方式提交表单。该函数的语法格式如下：
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参数说明略，使用时可参考R语言帮助文档，各参数的含义同getForm（）函数。
 
例如，可以使用如下代码提交一个POST请求。
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3.3.3　XML包
 
XML的全称为eXtensible Markup Language，指的是遵循W3C规范的可扩展标记语言，类似于HTML，但是XML标签没有被预定义，用户需要自行定义标签。XML的设计宗旨是传输数据而非显示数据。
 
XML包提供了大量的函数可用于编写爬虫，这些函数提供了网页解析、节点定位、内容提取等功能。
 
1．网页解析函数
 
XML包提供了一系列函数用于对网页（XML、HTML文件，或包含XML、HTML的字符串）进行解析，这些函数能够将XML、HTML网页树解析成R结构数据，它们的函数名及语法格式如下。
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当解析的内容已知为HTML时应当使用htmlTreeParse（）函数，这个函数拥有大量的参数或选项来适应解析需要。xmlParse（）和htmlParse（）分别等价于xmlTreeParse（）和htmlTreeParse（）。xmlSchemaParse（）是一个能够很方便地用于解析XML模式的函数。各函数的参数说明略，具体使用时可参考R语言的帮助文件。
 
2．节点定位函数
 
XML包还提供了一系列函数用于节点定位，这些函数定义了查找与特定条件匹配的XML节点的方法。它们使用XPath语法以及强大的表达式来清楚和有效地识别文档中用户感兴趣的节点。识别节点的方法包括通过名字、通过层次路径等，可以识别出具有特定属性或给定值的节点。这些函数还支持在网页节点的树状结构中导航以及操纵一个或多个节点内容的功能，它们的函数名及语法格式如下。
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各函数的参数说明略，具体使用时可参考R语言的帮助文件。
 
3．节点内容提取函数
 
节点内容提取函数主要提供获取某一节点相关信息的功能，主要包括如下函数。
 
（1）xmlSize（node）：获取某节点下子节点的数量。
 
（2）xmlAttrs（node）：获取某节点的所有属性值。
 
（3）xmlGetAttr（node,attr）：获取某节点指定的属性值。
 
（4）xmlValue（node）：获取某节点的值。
 
（5）xmlChildren（node）：获取某节点下的所有子节点。
 
3.3.4　基于RCurl包与XML包的爬虫示例
 
本示例使用R语言开发一个爬虫用于下载搜狗热搜榜的实时热点。搜狗热搜榜的实时热点共分为三页展示，网址分别为：http://top.sogou.com/hot/shishi_1.html、http://top.sogou.com/hot/shishi_2.html、http://top.sogou.com/hot/shishi_3.html。
 
使用R语言开发一个简单的爬虫至少需要加载RCurl包和XML包，通常遵循如下几个步骤。
 
第一步：伪造请求头
 
根据前文所述的HTTP的基本原理，客户端访问服务器就是向服务器提交请求，请求必须要有请求头。伪造请求头的目的就是让R语言模拟浏览器的行为，让浏览器向服务器发送一些指令。伪造请求头通常可以使用如下代码：
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这样，报头信息就储存在myHttpheader这个变量中了。
 
第二步：下载网页
 
首先需要给出要下载的一个或多个网页的地址。本示例要从三个网页中下载信息，所以，使用如下代码定义要下载的网址。
 
 
 [image: ] 

 
显示一下要下载的网页：
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然后，使用如下代码下载网址：
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第三步：解析网页结构
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第四步：节点定位
 
HTML网页其实是一个树状结构，是不同标签的层级嵌套，要想获取某些内容，需要明确这些内容位于哪个标签中。在树状结构中找到匹配的节点，可以使用xpathSApply（）函数。例如，本例中，要下载实时热点的标题和搜索指数，首先查看源文件，找到这两项内容所在的标签。部分源文件如下所示。
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分析源文件我们发现，对于排在前三位的热点，它们的标题位于<span class=＂s2＂><p class=＂p1＂><a >下，而其他热点的标题则位于<span class=＂s2＂><p class=＂p3＂><a >下，当<p class=＂p2＂>时，标签中的内容显示的是热点摘要。搜索指数位于<span class=＂s3＂>标签下。
 
因此，使用如下代码定位节点。
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第五步：将下载的数据导出到文件中
 
首先将热点标题与热搜指数组成数据框：
 
 
 [image: ] 

 
然后使用下列语句将数据保存到指定的文件中。
 
 
 [image: ] 

第4章　基于R语言的舆情信息预处理
 
4.1　分词处理
 
4.1.1　分词的基本原理
 
1．常用的分词方法
 
分词是文本信息处理的基础，指的是将连续的字序列按照一定的规范重新组合成词序列的过程。中文分词指的是将一个汉字序列切分成一个一个单独的词。在英文的行文中，单词之间是以空格作为自然分界符的，每个表意的单词都是独立的；而中文只是字、句和段能通过明显的分界符来简单划界，词却没有一个形式上的分界符，虽然英文也同样存在短语的划分问题，不过在词这一层上，中文比英文要复杂得多、困难得多。
 
通常将现有的分词算法分为4大类：基于字符串匹配的分词方法、基于理解的分词方法、基于统计的分词方法和基于语义的分词方法。
 
1）基于字符串匹配的分词方法
 
这种方法又叫作机械分词方法、基于字典的分词方法，它是按照一定的策略将待分析的汉字串与一个“充分大的”机器词典中的词条进行匹配。若在词典中找到某个字符串，则匹配成功（识别出一个词）。该方法有三个要素，即分词词典、文本扫描顺序和匹配原则。文本的扫描顺序有正向扫描、逆向扫描和双向扫描。匹配原则主要有最大匹配、最小匹配、逐词匹配和最佳匹配。
 
（1）最大匹配法
 
该方法的基本思想是：假设自动分词词典中的最长词条所含汉字的个数为i，则取被处理材料当前字符串序列中的前i个字符作为匹配字段，查找分词词典，若词典中有这样一个i字词，则匹配成功，匹配字段作为一个词被切分出来；若词典中找不到这样的一个i字词，则匹配失败，匹配字段去掉最后一个汉字，剩下的字符作为新的匹配字段，再进行匹配，如此进行下去，直到匹配成功为止。统计结果表明，该方法的错误率为1/169。
 
（2）逆向最大匹配法
 
该方法的分词过程与最大匹配法相同，不同的是从句子（或文章）末尾开始处理，每次匹配不成功时去掉的是前面的一个汉字。统计结果表明，该方法的错误率为1/245。
 
（3）逐词遍历法
 
逐词遍历法将词典中的所有词按由长到短的顺序在文章中逐字搜索，直至文章结束。也就是说，不管文章有多短，词典有多大，都要将词典遍历一遍。这种方法效率比较低，大一点儿的系统一般都不使用。
 
（4）设立切分标志法
 
切分标志有自然和非自然之分。自然切分标志是指文章中出现的非文字符号，如标点符号等；非自然标志是利用词缀和不构成词的词（包括单音词、复音节词以及象声词等）。设立切分标志法首先收集众多的切分标志，分词时先找出切分标志，把句子切分为一些较短的字段，再用最大匹配法、逆向最大匹配法或其他的方法进行细加工。这种方法并非真正意义上的分词方法，只是自动分词的一种前处理方式而已，它要额外消耗时间扫描切分标志，增加存储空间存放那些非自然切分标志。
 
（5）最佳匹配法
 
此法分为正向的最佳匹配法和逆向的最佳匹配法，其出发点是：在词典中按词频的大小顺序排列词条，以求缩短对分词词典的检索时间，达到最佳效果，从而降低分词的时间复杂度，加快分词速度。实质上，这种方法也不是一种纯粹意义上的分词方法，它只是一种对分词词典的组织方式。最佳匹配法的分词词典每条词的前面必须有指明长度的数据项，所以其空间复杂度有所增加，对提高分词精度没有影响，分词处理的时间复杂度有所降低。
 
基于字符串匹配的分词方法实现简单、分词效率高、实用性强，但汉语语言现象复杂丰富，词典的完备性、规则的一致性等问题使其难以适应开放的大规模文本的分词处理。据统计，用一个含有70 000个词的词典去切分含有15 000个词的语料库，仍然有30%以上的词条没有被分出来，也就是说有4500个词没有在词典中登录。
 
2）基于统计的分词方法
 
基于统计的分词方法是根据字符串在语料库中出现的统计频率来决定其是否构成词。词是稳定的组合，因此在上下文中，相邻的字同时出现的次数越多，就越有可能构成一个词。因此字与字相邻共现的频率或概率能够较好地反映它们成为词的可信度。
 
可以对训练文本中相邻出现的各个字的组合的频度进行统计，计算它们之间的互现信息。互现信息体现了汉字之间结合关系的紧密程度。当紧密程度高于某一个阈值时，便可以认为此字组可能构成了一个词。该方法又称为无字典分词。
 
该方法所应用的主要统计模型有：N元文法模型、隐马尔可夫模型和最大熵模型等。在实际应用中一般是将其与基于词典的分词方法结合起来，既发挥匹配分词切分速度快、效率高的特点，又利用了无词典分词结合上下文识别生词、自动消除歧义的优点。
 
3）基于知识理解的分词方法
 
该方法又称基于人工智能的分词方法，其基本思想就是在分词的同时进行句法、语义分析，利用句法信息和语义信息来处理歧义现象。它通常包括三个部分：分词子系统、句法语义子系统和总控部分。在总控部分的协调下，分词子系统可以获得有关词、句子等的句法和语义信息来对分词歧义进行判断，即它模拟了人对句子的理解过程。这种分词方法需要使用大量的语言知识和信息。目前基于理解的分词方法主要有专家系统分词法和神经网络分词法等。由于汉语语言知识的笼统、复杂性，难以将各种语言信息组织成机器可直接读取的形式，因此目前基于理解的分词系统还处在实验阶段。
 
（1）专家系统分词法
 
从专家系统角度把分词的知识（包括常识性分词知识与消除歧义切分的启发性知识即歧义切分规则）从实现分词过程的推理机中独立出来，使知识库的维护与推理机的实现互不干扰，从而使知识库易于维护和管理。它还具有发现交集歧义字段和多义组合歧义字段的能力和一定的自学习功能。
 
（2）神经网络分词法
 
该方法是模拟人脑并行、分布处理和建立数值计算模型工作的。它将分词知识所分散隐式的方法存入神经网络内部，通过自学习和训练修改内部权值，以达到正确的分词结果，最后给出神经网络自动分词结果。
 
（3）神经网络、专家系统集成式分词法
 
该方法首先启动神经网络进行分词，当神经网络对新出现的词不能给出准确切分时，激活专家系统进行分析判断，依据知识库进行推理，得出初步分析，并启动学习机制对神经网络进行训练。该方法可以较充分地发挥神经网络与专家系统二者的优势，进一步提高分词效率。
 
4）基于语义的分词方法
 
语义分词法引入了语义分析，对自然语言自身的语言信息进行更多的处理，如扩充转移网络法、知识分词语义分析法、邻接约束法、综合匹配法、后缀分词法、特征词库法、矩阵约束法、语法分析法等。
 
（1）扩充转移网络法
 
该方法以有限状态机概念为基础。有限状态机只能识别正则语言，对有限状态机做的第一次扩充使其具有递归能力，形成递归转移网络。在递归转移网络中，弧线上的标志不仅可以是终极符（语言中的单词）或非终极符（词类），还可以调用另外的子网络名字作为非终极符（如字或字串的成词条件）。这样，计算机在运行某个子网络时，就可以调用另外的子网络，还可以递归调用。词法扩充转移网络的使用，使分词处理和语言理解的句法处理阶段交互成为可能，并且有效地解决了汉语分词的歧义。
 
（2）矩阵约束法
 
该方法的基本思想是：先建立一个语法约束矩阵和一个语义约束矩阵，其中元素分别表明具有某词性的词和具有另一词性的词相邻是否符合语法规则，属于某语义类的词和属于另一词义类的词相邻是否符合逻辑，机器在切分时以之约束分词结果。
 
2．常用的中文分词包
 
下面介绍几个常用的中文分词工具。
 
（1）庖丁解牛分词包，适用于与Lucene整合。
 
Lucene是一个基于Java的全文信息检索工具包，它不是一个完整的搜索应用程序，而是为应用程序提供索引和搜索功能。Lucene是Apache Jakarta家族中的一个开源项目，也是目前最为流行的基于Java的开源全文检索工具包。目前，已经有很多应用程序的搜索功能是基于Lucene的，比如Eclipse的帮助系统的搜索功能。Lucene能够为文本类型的数据建立索引，所以只要把要索引的数据格式转化成文本，Lucene就能对文档进行索引和搜索。比如，如果想对一些HTML文档、PDF文档进行索引，就首先需要把HTML文档或PDF文档转化成文本格式，然后将转化后的内容交给Lucene进行索引，并把创建好的索引文件保存到磁盘或者内存中，最后根据用户输入的查询条件在索引文件上进行查询。不指定要索引的文档的格式也使Lucene能够几乎适用于所有的搜索应用程序。
 
庖丁中文分词库是一个使用Java开发的，可结合到Lucene应用中的，为互联网、企业内部网使用的中文搜索引擎分词组件。庖丁分词追求分词的高效率和用户的良好体验，填补了国内中文分词方面开源组件的空白，并希冀成为互联网网站首选的中文分词开源组件。
 
（2)LingPipe，自然语言处理的Java开源工具包。
 
LingPipe是alias公司开发的一款自然语言处理软件包，目前最高版本是4.0.1。该软件包比较全面地覆盖了自然语言处理的各个分支，如文本分词、聚类、语义情感分析、领域知识学习等。
 
LingPipe主要包含以下功能模块。
 
①主题分类（Top Classification）；
 
②命名实体识别（Named Entity Recognition）；
 
③词性标注（Part-of Speech Tagging）；
 
④句题检测（Sentence Detection）；
 
⑤查询拼写检查（Query Spell Checking）；
 
⑥兴趣短语检测（Interseting Phrase Detection）；
 
⑦聚类（Clustering）；
 
⑧字符语言建模（Character Language Modeling）；
 
⑨医学文献下载／解析／索引（MEDLINE Download, Parsing and Indexing）；
 
⑩数据库文本挖掘（Database Text Mining）；
 
⑪中文分词（Chinese Word Segmentation）；
 
⑫情感分析（Sentiment Analysis）；
 
⑬语言辨别（Language Identification）。
 
（3）ICTCLAS中文分词包。
 
ICTCLAS的英文全称为“Institute of Computing Technology, Chinese Lexical Analysis System”，是中国科学院计算技术研究所在多年研究工作积累的基础上，基于多层隐马尔可夫模型研制出的汉语词法分析系统，主要功能包括中文分词；词性标注；命名实体识别；新词识别；同时支持用户词典。ICTCLAS经过5年精心打造，内核升级6次，目前已经升级到了ICTCLAS 3.0，分词精度98.45%，各种词典数据压缩后不到3MB。ICTCLAS在国内973专家组组织的评测中活动获得了第一名，在第一届国际中文处理研究机构SigHan组织的评测中都获得了多项第一名，是当前世界上最好的汉语词法分析器。
 
4.1.2　使用Rwordseg包进行分词
 
Rwordseg是一个R环境下的中文分词工具，使用rJava调用Java分词工具Ansj。Ansj也是一个开源的Java中文分词工具，基于中国科学院的ICTCLAS中文分词算法，采用隐马尔可夫模型，可用于人名识别、地名识别、组织机构名识别、多级词性标注、关键词提取、指纹提取等领域，支持行业词库、用户自定义词库。
 
R语言下使用Rwordseg包进行分词的方法与步骤如下。
 
1．安装Rwordseg包
 
Rwordseg包依赖于rJava包和Java环境，在安装之前需要确保JRE和rJava包已经安装，并且正确地设置了环境变量。Rwordseg包的安装过程如下。
 
1）安装rJava包
 
在R语言控制台输入如下语句：
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运行后显示如下提示信息：
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说明rJava包安装成功。
 
2）安装Rwordseg包
 
在R语言控制台输入如下语句：
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运行后显示如下提示信息：
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提示安装源文件已被下载到上述目录中，到该目录下将安装源文件Rwordseg_0.2-1.tar.gz复制到一个比较简短的路径下，如“d:\r”下，然后在R语言控制台输入如下语句：
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运行该语句即可成功安装Rwordseg包。
 
2．词库操作
 
分词词库为基于词典分词的中文分词算法提供了分词的依据。分词算法、词库的好坏在很大程度上取决于用户的需求，即用户要把它应用到什么领域。在网络舆情分析中常需要构建情感词库、领域词库等，词库具有非常重要的作用。因此，舆情分析时要选择合适的词库进行安装并根据需要适当地增加或删减词库里的词汇。
 
1）安装词库
 
在做分词处理时，可能会遇到一些比较精而专的文章。这样的文章必然有很多专业词汇，而系统自带的词库里没有足够多的专业词汇，这时就需要查找、下载相关的专业词库并安装到R中。例如，在做电子商务舆情分析时，如果使用系统自带的词库，一些电子商务领域常见的词汇或人名，如“阿里巴巴”“马云”“刘强东”等，在做分词时，它们不会被识别为一个个词，此时就需要安装专业词库。
 
在R语言中，词库支持普通格式的文本词库和搜狗scel格式的细胞词库。细胞词库是搜狗首创的、开放共享、可在线升级的细分化词库的功能名称。细胞词库是相对于系统默认词库而言的（如图4-1所示），其意义是满足用户的个性化输入需求。一个细胞词库就是一个细分类别的词汇集合，细胞词库的类别可以是某个专业领域（如医学领域）词库，也可以是某个地区（如北京）地名词库，也可以是某个游戏（如魔兽世界）词汇……
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 图4-1　细胞词库示例
 

 
因此，词库可以自己构建（保存成.txt文件即可），也可以下载搜狗的细胞词库，地址为http://pinyin.sogou.com/dict/，如图4-2所示。
 
在该地址的“词库分类”下选择需要的词库下载。也可以在该地址下使用搜索功能，输入搜索关键词查找需要的词库，如图4-3所示。
 
搜索结果如图4-4所示，单击“立即下载”按钮即可将需要的词库下载到本地。
 
词库构建或下载完毕可以使用installDict函数安装新词库，其语法格式为：
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各参数含义如下。
 
dictpath：词库文件所在的本地路径和文件名，如：D:\\R\\sources\\Dictionaries\\singers.scel。
 
dictname：词库的英文名称，可以自定义。
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 图4-2　搜狗的细胞词库界面
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 图4-3　词库搜索
 

 
dicttype：词库文件的类型（.txt文件或.scel文件）。
 
load：安装后是否立即将该词库加载到内存，默认为TRUE。
 
例如：
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运行结果显示：
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安装好词库后，可以使用listDict函数显示当前手动添加的词库，如：
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运行结果：
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 图4-4　词库搜索结果
 

 
1 ECword商务营销贸易专为网络营销和电子商务服务的专业词库
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2）添加、删除词汇
 
安装完词典之后，可以使用Rwordseg包中的相关函数添加或删除词汇。
 
（1）insertWords（）函数
 
使用该函数将新词添加到词库中。语法格式为：
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各参数含义如下。
 
strwords：词向量。
 
analyzer：Java解析器对象，可省略。
 
Strtype：词的性质类型，可省略。
 
numfreq：词频，可省略。
 
save：是否保存到词库中，可省略，默认为FALSE。
 
例如：
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（2）deleteWords（）函数
 
使用该函数将词从词库中删除。语法格式为：
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各参数含义如下。
 
strwords：词向量。
 
analyzer：Java解析器对象，可省略。
 
save：是否保存到词库中，可省略，默认为FALSE。
 
例如：
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3．分词
 
1）设置分词选项
 
R语言中有三个内置的用于分词的选项，每一个都具有逻辑值。
 
（1）isNameRecognition：指的是是否自动识别人名，默认值为FALSE。
 
（2）isNumRecognition：指的是是否自动识别数字，默认值为TRUE。
 
（3）IsQuantifierRecognition：指的是是否自动识别数量词，默认值为TRUE。
 
设置分词选项前，可以先使用getOption（）函数检测某个选项的当前值，如：
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然后，使用segment.options（）函数设置分词选项，如：
 
 
 [image: ] 

 
2）分词
 
设置完分词选项后，可以使用segmentCN（）函数分词，语法格式为：
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各参数含义如下。
 
strwords：一个UTF-8编码的中文句子或一个文本文件的路径。
 
analyzer：Java解析器对象。
 
nature：是否识别出词的性质。
 
nosymbol：是否保留句子中的符号。
 
returnType：返回类型，默认值为vector，即返回类型为一个字符向量。但是也可以选择tm作为返回类型，从而输出一个由空格分隔的独立的字符串以便能够直接用于语料库。
 
Isfast：是否运行快速分析器。
 
Outfile：如果参数strwords是一个文件，则该参数表示输出文件的路径。
 
Blocklines：如果参数strwords是一个文件，则该参数表示一次读取的最大行数。该函数的返回值为分词列表向量或分词结果文件。
 
实际应用时，通常设定strwords参数即可。
 
例如：
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4.1.3　使用jiebaR包进行分词
 
1．jiebaR简介
 
“结巴”最初是使用Python开发的中文分词组件，支持繁体分词，支持以下三种分词模式。
 
（1）精确模式，试图将句子最精确地切开，适合文本分析；
 
（2）全模式，把句子中所有的可以成词的词语都扫描出来，速度非常快，但是不能解决歧义；
 
（3）搜索引擎模式，在精确模式的基础上，对长词再次切分，提高召回率，适合用于搜索引擎分词。
 
jiebaR是“结巴”中文分词的R语言版本，支持最大概率法、隐式马尔可夫模型、索引模型、混合模型共4种分词模式，同时有词性标注、关键词提取、文本相似度比较等功能。项目使用Rcpp和CppJieba进行开发。
 
jiebaR包具有如下特性。
 
（1）支持Windows、Linux操作系统。
 
（2）通过Rcpp Modules实现同时加载多个分词系统，可以分别使用不同的分词模式和词库。
 
（3）支持加载自定义用户词库，设置词频、词性。
 
（4）同时支持简体中文、繁体中文分词。
 
（5）支持自动判断编码模式。
 
（6）比原“结巴”中文分词速度快，是其他R分词包的5~20倍。
 
（7）安装简单，无须复杂设置。
 
（8）可以通过Rpy2，jvmr等被其他语言调用。
 
（9）基于MIT协议。
 
2．安装jiebaR包
 
目前，jiebaR包已经发布到CRAN镜像中了。在联网条件下，直接使用如下语句安装jiebaR包即可：
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出现如下类似信息说明安装成功：
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还可以通过GitHub安装。GitHub是一个面向开源及私有软件项目的托管平台，因为只支持Git作为唯一的版本库格式进行托管，故名GitHub，其网站地址为github.com，它为用户提供了一个远程版本库（用户及其协作者的工作成果最终都可以提交在这里）；同时它也是一个共享平台，用户可以在这里找到数不尽的源码。
 
通过GitHub安装的具体代码为：
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3．初始化分词工作引擎
 
使用jiebaR分词，首先需要建立分词引擎，使用worker（）函数初始化分词引擎。语法格式为：
 
 
 [image: ] 

 
各参数含义如下。
 
type：指的是分词引擎的功能类型，取值如下。
 
mix——即MixSegment，混合分词模式；
 
mp——即Maximum Probability，使用最大概率法模型进行分词；
 
hmm——即Hidden Markov Model，使用隐式马尔可夫模型进行分词；
 
query——即QuerySegment，使用索引模型进行分词；
 
tag——词性标注功能；
 
simhash——基于simhash算法的文本相似度计算；
 
keywords——关键词提取功能。
 
dict：指的是主词典路径，默认值为DICTPATH。
 
hmm：指的是隐式马尔可夫模型路径，默认值为HMMPATH。
 
user：指的是用户词典路径，默认值为USERPATH。用户词典包括词、词性标记两列。
 
Idf：指的是IDF词典路径，默认值为IDFPATH。IDF即Inverse Document Frequency（逆向文档频率），该词典（语料库）主要用于文本相似度计算和关键词提取。
 
stop_word：指的是停用词词典路径，默认值为STOPPATH。该词典可用于文本相似度计算、关键词提取、词性标注和分词。
 
write：指的是是否将文件分词结果写入文件，默认为否。
 
qmax：指的是使用索引模型分词时最大可能成词的字符数。
 
topn：指的是提取的关键词数，该值用于文本相似度计算和关键词提取。
 
encoding：指的是输入文件的编码，默认为UTF-8。
 
detect：指的是是否检查输入文件的编码，默认检查。
 
symbol：指的是是否保留符号，默认不保留符号。
 
lines：指的是每次读取文件的最大行数，用于控制读取文件的长度。对于大文件，实现分次读取。
 
output：指的是输出文件的路径。
 
bylines：指的是文件结果是否按行输出，如果是，则将读入的文件或字符串向量按行逐个进行分词操作。
 
user_weight：指的是用户词典中词的权重，取值为“min”“max”或“median”。
 
4．分词
 
初始化工作引擎之后就可以使用正确的语法在该工作引擎下进行文本分词。jiebaR提供了三种分词语句的写法，如下所示。
 
语法1：使用［］
 
例如：
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语法2：使用符号“<=”
 
例如：
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语法3：使用segment（）函数
 
使用segment（）分词的语法格式为：
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各参数含义如下。
 
code：一个中文句子或一个文本文件的路径。
 
jiebar：jiebaR工作引擎。
 
mod：改变默认的结果类型，取值可以是“mix”“hmm”“query”“full”“level”或“mp”。
 
例如：
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5．配置词典
 
jiebaR默认有配置标准的词典。使用时，针对不同行业或不同的文档类型，最好用专门的分词词典。在jiebaR中通过show_dictpath（）函数可以查看默认的标准词典，R语言代码及显示结果如下。
 
 
 [image: ] 

 
从上面的运行结果可以看出，词典目录中包含多个文件，下面对这些文件做简单说明。
 
打开系统词典文件jieba.dict.utf8，并打印前50行。
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从上面的运行结果可以看出，系统词典每一行都有三列，并以空格分隔，第一列为词项，第二列为词频，第三列为词性标记。
 
再打开用户词典文件user.dict.utf8，并打印前50行（事实上，jiebaR默认提供的用户词典只有5个单词）。
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从运行结果可以看出，用户词典每一行有两列，第一列为词项，第二列为词性标记，没有词频的列。用户词典默认词频为系统词库中的最大词频。
 
jiebaR包关于词典词性标记，采用ICTCLAS的标记方法。ICTCLAS汉语词性标注集如表4-1所示。
 
 
 表4-1　ICTCLAS汉语词性标注集
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由于jiebaR默认提供的用户词典只有5个单词，在实际使用中肯定是不够用的，可以下载搜狗词典来丰富用户词典。以前文所描述的已下载到本地的“d:\r\ec.scel”字典文件为例，用文本编辑器打开文件，发现是二进制的。在jiebaR下需要使用工具将二进制的词典转成可以使用的文本文件。jiebaR包的作者同时开发了一个cidian项目，可以进行这种转换，只需要安装cidian包即可。cidian包在github中，所以需要调用devtools，同时需要下载Rtools才能顺利安装。安装cidian包的语句如下。
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使用安装好的cidian包将d:\r\ec.scel二进制词典转换为文本文件：
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查看生成的词典文件，读取其前50个词：
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如果希望所下载的搜狗词典成为jiebaR默认的用户词典，只需要将d:/r/ec.scel_2016-11-12_22_45_52.dict文件改名为user.dict.utf8。
 
接下来，直接把搜狗词典配置到分词库中，就可以直接使用了。把搜狗词典文件改名，从17960.scel_2016-07-21_00_22_11.dict改名为user.dict.utf8，然后替换C:/Users/Yuwh/Documents/R/win-library/3.2/jiebaRD/dict/目录下面的user.dict.utf8。这样默认的用户词典就是该搜狗词典了。
 
4.2　去停用词
 
4.2.1　什么是停用词
 
停用词，词典译为“计算机检索中的虚字、非检索用字”，在文本处理时，通常指无功能意义的词，比如is、a、are、“的”“得”“我”等，这些词会在句子中多次出现却无意义，所以在分词时需要把这些词过滤掉。停用词一定程度上相当于过滤词，不过过滤词的范围更大一些，包含黄色、政治等敏感信息的关键词都会被视作过滤词加以处理，停用词本身则没有这个限制。通常意义上，停用词大致可分为如下两类。
 
（1）使用十分广泛，甚至是过于频繁的一些单词。
 
比如英文的“i”“is”“what”，中文的“我”“就”之类词几乎在每个文档上均会出现。
 
（2）文本中出现频率很高，但实际意义又不大的词。
 
这一类主要包括语气助词、副词、介词、连词等，通常自身并无明确意义，只有将其放入一个完整的句子中才有一定作用的词语。如常见的“的”“在”“和”“接着”之类，比如“网络舆情是公共舆情的重要组成部分”，这里的“是”“的”就是两个停用词。
 
4.2.2　R语言中去停用词的方法
 
1．停用词表
 
如前文所述，为节省存储空间、提高搜索效率，在处理自然语言数据（或文本）时会自动过滤掉某些字或词，这些字或词即被称为停用词。这些停用词都是人工输入、非自动化生成的，生成后的停用词就形成一个停用词表。
 
对于西文的处理，R语言提供了若干种可用的停用词列表，分别如下。
 
（1）catalan停用词表，指的是西班牙加泰罗尼亚语停用词，该停用词表可以从网址http://latel.upf.edu/morgana/altres/pub/ca_stop.htm获得。
 
（2）romanian停用词表，指的是罗马尼亚文停用词，该停用词表可以从文件http://snowball.tartarus.org/otherapps/romanian/romanian1.tgz中提取。
 
（3）SMART停用词表，指的是取自SMART信息检索系统的英文停用词表，可以从网址http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-list/english.stop获取。
 
此外还包括一系列来自Snowball词干提取项目的不同语言的停用词表，所支持的语言包括Danish（丹麦语），Dutch（荷兰语），English（英语），Finnish（芬兰语），French（法语），German（德语），Hungarian（匈牙利语），Italian（意大利语），Norwegian（挪威语），Portuguese（葡萄牙语），Russian（俄语），Spanish（西班牙语）和Swedish（瑞典语）。
 
可以使用R语言中的stopwords（）函数将上述停用词表读入到内存中。stopwords（）函数的功能是返回不同语言支持的各种停用词表。例如：
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R语言中并没有内置的中文停用词表，可以根据研究的需要自己构建停用词表或从网络中下载可用的中文停用词表。自己构建停用词表在停用词较少并且一次性使用的情况下将停用词写入到向量中即可，如：
 
 
 [image: ] 

 
如果停用词较多或经常使用则可以将停用词以每个词一行保存在文本文件中，使用时通过read.table（）、read.csv（）之类的语句读入到内存即可。
 
网络中也有一些比较全面的中文停用词表可以直接下载使用，比如哈工大停用词表、四川大学机器智能实验室停用词库、百度停用词表等。
 
2．使用tm包中的去停用词函数
 
构建好停用词表后，可以使用R语言tm包提供的一系列函数去停用词，这些函数的名称及功能如表4-2所示。
 
 
 表4-2　tm包中的去停用词函数
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例如：
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在英语中，＂I＂和＂you＂均被视为停用词。
 
对于中文文本需要先进行分词，然后去停用词，比如，句子“我是一名大学生”，设定“我”和“是”为停用词，则分词、去停用词结果如下。
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3．自定义去停用词函数
 
使用removeWords（）函数虽然能将停用词从原句中去掉，但仍保留了空字符串。例如：
 
 
 [image: ] 

 
从结果可以看出，尽管将“我”“是”这两个停用词从分词结果中去掉了，但分词个数不变，仍然是4。
 
也可以自定义去停用词函数，在去停用词之后将空字符串也一并去掉。所定义的去停用词函数如下（本书后续章节去停用词均使用该函数，不再重复该代码）。
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使用上述自定义函数去停用词的结果为：
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4．使用jiebaR包中的去停用词函数
 
在jiebaR包中，去停用词有两种方法，一种是通过配置stop_word文件，另一种是使用filter_segment（）函数。
 
先来看看通过配置stop_word文件的方法。使用记事本新建一个stop_word.txt文件，存放到d:\r目录下，该文件包含三个停用词：“的”“我”“是”，每个词一行。
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上面的文本中，把“我”“是”“的”作为停用词进行了过滤。如果还想过滤“一个”这个词，可以动态地调用filter_segment（）函数。
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4.3　词频统计
 
要分析舆情内容，常常需要在分词、去停用词之后，提取文本中的词语并统计词频。词频能反映词语在文本中的重要性，一般越重要的词语在文本中出现的次数就会越多。为了让词频属性可视化、更加直观明晰，可以将词频统计结果制作成词云图。
 
4.3.1　词频统计常用函数
 
在R语言中进行词频统计可以使用R语言中的数据统计汇总函数，如使用table（）函数进行计数统计，使用sort（）函数对计数结果排序，使用which（）函数查看计数为某一个值的词项等。还可以使用图形绘制函数，如barplot（）等函数将词频统计结果绘制成条形图、饼图等。
 
1．table（）函数的使用
 
table（）函数对应的是统计学中的列联表，是一种记录频数的方法。例如，对“网络舆情与网络舆情监管机制”进行词频统计。
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2．sort（）函数的使用
 
使用sort（）函数可以对词频统计结果排序。
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Sort（）函数默认为升序排序，如果需要降序排序，则需要将decreasing参数设置为TRUE。
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3．names（）函数和which（）函数的使用
 
使用names（）函数和which（）函数可以查看计数为某一个值的词项。names（）函数用于获取对象的名称；which（）函数用于获取向量中满足某一条件的元素所在的位置。
 
例如，找出词频数为2的词项。
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4.3.2　词云可视化
 
“词云图”就是对文本中出现频率较高的“关键词”予以视觉上的突出，形成“关键词云层”或“关键词渲染”，从而过滤掉大量的文本信息，使浏览者快速领略文本的主旨。舆情分析经常要用到词云图，词云图根据词语出现的频数大小强调词语的重要性，重要的词语以较大的字体展示在中央，次重要的按一定规律分散显示，在视觉上有很强的冲击力，使读者一眼就能发现舆情报道中的重要关键词。
 
在R语言中，制作词云图可以安装工具包wordcloud或wordcloud2包，此处介绍wordcloud包的使用。使用语句install.packages（“wordcloud”）即可安装wordcloud数据包，安装后加载该包，使用该包中的wordcloud函数绘制词云图。
 
wordcloud函数是由加州大学洛杉矶分校的专业统计学家Ian Fellows编写的。其语法格式为：
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其中，words——关键词列表。
 
freq——关键词对应的词频列表。
 
scale——显示字体大小的范围，例如c（3,0.3），表示最大字体是3，最小字体是0.3。
 
min.freq——最小词频，低于最小词频的词不会被显示。
 
max.words——显示的最大词数量。
 
random.order——词在图上的排列顺序。T：词随机排列；F：词按频数从图中心位置往外降序排列，即频数大的词出现在中心位置。
 
random.color——控制词的字体颜色。T：字体颜色随机分配；F：根据频数分配字体颜色。
 
rot.per——控制词摆放角度。T：旋转90°；F：水平摆放。
 
colors——字体颜色列表。
 
ordered.colors——控制字体颜色使用顺序。T：按照指定的顺序给出每个关键词字体颜色；F：任意给出字体颜色。
 
use.r.layout——如果取值为FALSE，则使用C++代码进行冲突检测，否则使用R代码进行冲突检测。
 
fixed.asp——如果取值为TRUE，则词云图的宽高比固定。只有当rot.per取值为0时宽高比才是可变的。
 
...——其他参数。
 
例如，我们对习近平主席在纪念红军长征胜利80周年大会上发表的重要讲话进行关键词提取并绘制词云图。
 
首先将讲话内容保存在文本文件d:\r\topic.txt中。然后依次编写代码读取文件、分词、去停用词（使用4.2.2节中介绍的自定义去停用词函数）、绘制词云图。代码如下。
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上述代码将词频统计结果按从小到大排序，并将词频数较大的前20个关键词作成词云图，如图4-5所示。
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 图4-5　词云图
 

 
4.4　文本向量化
 
4.4.1　语料库与文本向量空间
 
在语言学中，语料库（Corpus）指大量文本的集合，库中的文本（称为语料）通常经过整理，具有既定的格式与标记，特指计算机存储的数字化语料库。舆情分析应做到分析技术与分析内容紧密结合，既要提高分析技术又要加强分析内容建设，报告、信函、出版物等都是常用的舆情分析内容，它们构成了舆情分析的语料库。文本分类、文本聚类、文本摘要、倾向性分析等舆情技术都需要语料库的支持。
 
构建并读取语料库之后，可以根据需要从语料库中提取代表性词汇构造文本向量空间。向量空间模型是一种比较广泛的用向量来表示文本的代数模型。
 
文本空间向量模型的主要思想是：将每一个文本表示为向量空间的一个向量，并以每一个不同的特征项（词条）对应为向量空间中的一个维度，而每一个维的值就是对应的特征项在文本中的权重。向量空间模型就是将文本表示成为一个特征向量：
 
V（d）=（（t1,w1）,（t2,w2）,…,（tn,wn））
 
其中，ti（i=1,2,…,n）为文档d中的特征项；wi为ti的权重，一般取为词频的函数。
 
一般选取词作为文档向量的特征项，最初的向量表示完全是0,1的形式，即如果文本中出现了该词，那么文本向量的该维为1，否则为0。这种方法无法体现这个词在文本中的作用程度，所以0、1逐渐被更精确的词频代替。词频分为绝对词频和相对词频。绝对词频使用词在文本中出现的频率表示文本，相对词频为归一化的词频，其计算方法主要运用TF-IDF公式，目前存在多种形式的TF-IDF公式，下面给出最基本的形式。
 
TF-IDF是一种统计方法，用以评估一字词对于一个文件集或一个语料库中的其中一份文件的重要程度。字词的重要性随着它在文件中出现的次数成正比增加，但同时会随着它在语料库中出现的频率成反比下降。在一份给定的文件里，词频（Term Frequency, TF）指的是某一个给定的词语在该文件中出现的次数。这个数字通常会被归一化（分子一般小于分母，区别于IDF），以防止它偏向长的文件。同一个词语在长文件里可能会比短文件有更高的词频，而不管该词语重要与否。对于在某一特定文件里的词语ti来说，它的重要性可表示为[image: ]。该式子中ni,j是该词在文件dj中的出现次数，而分母则是在文件dj中所有字词的出现次数之和。
 
逆向文件频率（Inverse Document Frequency, IDF）是一个词语普遍重要性的度量。如果包含词条t的文档越少，也就是n越小，IDF越大，则说明词条t具有很好的类别区分能力。如果某一类文档C中包含词条t的文档数为m，而其他类包含t的文档总数为k，显然所有包含t的文档数n=m+k，当m大的时候，n也大，按照IDF公式得到的IDF的值会小，就说明该词条t类别区分能力不强。某一特定词语的IDF，可以由总文件数目除以包含该词语的文件的数目，再将得到的商取对数得到，即：
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其中，
 
|D|：语料库中的文件总数。
 
|{j:ti∈dj}|：包含词语ti的文件数目（即ni,j≠0的文件数目），如果该词语不在语料库中，就会导致被除数为零，因此一般情况下使用1+|{j:ti∈dj}|。然后，
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某一特定文件内的高词语频率，以及该词语在整个文件集合中的低文件频率，可以产生出高权重的TF-IDF。因此，TF-IDF倾向于过滤掉常见的词语，保留重要的词语。
 
4.4.2　R语言中语料库的构建
 
R语言tm包提供了语料库的构建、读取等功能。在tm包中，把主要的管理文件的结构称为语料库，它代表了一系列的文档集合。语料库分为动态语料库（Volatile Corpus，作为R对象保存在内存中）和静态语料库（Permanent Corpus，R外部保存）。
 
在tm中，创建动态语料库的函数为VCorpus（）或Corpus（），其语法格式为：
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其中，参数x必须有一个说明资料来源的源对象，对于不同的资料来源，tm包也提供了相关的处理函数。
 
（1）DirSource：将某个目录下的文件作为语料来源。
 
（2）VectorSource：由文档构成的向量作为语料来源。
 
（3）DataframeSource：数据框作为语料来源。
 
示例如下。
 
（1）假设目录d:\r下有29个Word文件（后缀为.doc或.docx），为这29个文件创建动态语料库的语句为：
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（2）为向量创建语料库，语句示例为：
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（3）为数据框创建语料库，语句示例为：
 
 
 [image: ] 

 
4.4.3　R语言中文本向量的构建——文档词条矩阵
 
R语言中使用文档-词条矩阵（或词条-文档矩阵）构建文本向量模型，这一工作由tm包来完成。
 
在tm包里，根据词条、文档分别作为行、列或反之，对应有TermDocumentMatrix和DocumentTermMatrix两类稀疏矩阵，这两个矩阵互为转置，主要用来表示有效词语在语料库不同文档中出现的词频。
 
例如：
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上面的代码先使用VectorSource（）函数将文档构成向量，然后使用VCorpus（）函数构建语料库，并用TermDocumentMatrix（）函数构建语料库的词条-文档矩阵，最后使用inspect（）函数查看词条-文档矩阵的内容。tm包中的inspect（）函数用户显示语料库或词条-文档矩阵的详细信息。
第5章　基于R语言的网络舆情分类
 
5.1　分类的定义及其基本原理
 
5.1.1　分类的定义
 
分类是数据挖掘中一个重要的分支，在各方面都有着广泛的应用，如医学疾病判别、垃圾邮件过滤、垃圾短信拦截、客户分析等。分类问题可以分为以下两类。
 
（1）归类：归类是指对离散数据的分类，比如根据一个人的笔迹判别这个人是男还是女，这里的类别只有两个并属于离散的集合空间{男，女}。
 
（2）预测：预测是指对连续数据的分类，比如预测明天8点天气的湿度情况，天气的湿度在随时变化，8点时的天气是一个具体值，它不属于某个有限集合空间。预测也叫回归分析，在金融领域有着广泛应用。
 
简言之，分类就是通过对已有数据集（训练集）的学习，得到一个目标函数f（模型），把每个属性集x映射到目标属性y（类）。分类任务的输入数据是记录的集合，每条记录也称为实例或者样例。用元组（x,y）表示，其中，x是属性集合，y是一个特殊的属性，指出样例的类标号（也称为分类属性或者目标属性）。
 
分类算法在销售、金融、电信等领域都得到了广泛的应用。分类算法在销售领域的经典应用是建立响应模型。例如，把以前的促销活动的历史消费数据作为训练集，建立响应模型预测顾客是否会响应直接邮寄广告或促销短信，即是否会成为客户。在金融领域，根据分类模型进行风险评估、欺诈检测等，银行可以减少坏账、增加收益。比较经典的应用有贷款风险评估和信用卡风险评估。例如，把以往信用不良的客户的数据作为训练集建立贷款风险评估模型，借助该模型，银行贷款部门预测借款人是否有可能拖欠，从而判断是否应接受贷款申请。在电信等领域，常应用分类算法进行客户流失分析。例如，通过客户消费数据、客户致电呼叫中心的通话、微博上的帖子和在搜索引擎上的搜索记录，预测哪些客户可能要离网或取消账号，运营商可以对可能流失的顾客采取打折促销等措施。
 
5.1.2　分类的基本原理
 
分类技术是一种根据输入数据集建立分类模型的系统方法，通常是用一种学习算法确定分类模型，该模型可以很好地拟合输入数据中类标号和属性集之间的联系。学习算法得到的模型不仅要很好地拟合输入数据，还要能够正确地预测未知样本的类标号。因此，训练算法的主要目标就是要建立具有很好的泛化能力模型，即建立能够准确地预测未知样本类标号的模型。
 
分类通常遵循以下两个步骤。
 
（1）使用训练集建立描述预先定义的数据类或概念集的分类器。
 
（2）使用第一步建立的分类模型对新的数据进行分类。
 
分类器的学习是在被告知每个训练元组属于哪个类的监督下进行的，因此，分类算法属于有监督的学习算法。
 
在分类算法中，有几个关键术语，如表5-1所示。
 
 
 表5-1　分类算法中的关键术语
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常见的预测变量值有4种类型，如表5-2所示。
 
 
 表5-2　预测变量的4种类型
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分类算法按原理分为以下4大类。
 
（1）基于统计：如贝叶斯算法。
 
（2）基于规则：如决策树算法。
 
（3）基于神经网络：如神经网络算法。
 
（4）基于距离：如KNN算法。
 
5.2　经典的分类算法——决策树算法
 
5.2.1　什么是决策树
 
决策树是一个树结构（可以是二叉树或非二叉树）。其每个非叶节点表示一个特征属性上的测试，每个分支代表这个特征属性在某个值域上的输出，而每个叶节点存放一个类别。使用决策树进行决策的过程就是从根节点开始，测试待分类项中相应的特征属性，并按照其值选择输出分支，直到到达叶子节点，将叶子节点存放的类别作为决策结果。
 
图5-1是一个决策树的示例，树的内部节点表示对某个属性的判断，该节点的分支是对应的判断结果；叶子节点代表一个类标。
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 图5-1　决策树示例
 

 
利用如图5-1所示的决策树可以预测一个人是否会购买计算机。从根节点（年龄）开始，如果某个人的年龄为中年，就直接判断这个人会买计算机，如果是青少年，则需要进一步判断是否是学生；如果是老年则需要进一步判断其信用等级，直到叶子节点可以判定记录的类别。
 
构造一棵决策树要考虑如下4个问题。
 
（1）收集待分类的数据，这些数据的所有属性应该是完全标注的。
 
（2）设计分类原则，即数据的哪些属性可以用来分类，以及如何将该属性量化。
 
（3）分类原则的选择，在众多的分类准则中，每一步选择哪一准则使最终的树更令人满意。
 
（4）设计分类停止条件。通用分类目标是整棵树的熵的总量最小。
 
决策树算法可以产生人能直接理解的规则，这是贝叶斯、神经网络等算法没有的特性；决策树的准确率也比较高，而且不需要了解背景知识就可以进行分类，是一个非常有效的算法。决策树算法有很多变种，包括ID3、C4.5、C5.0、CART等，但其基础都是类似的。
 
5.2.2　决策树算法的基本思想
 
决策树的构造过程不依赖领域知识，构造决策树的关键步骤是分裂属性。所谓分裂属性就是在某个节点处按照某一特征属性的不同划分构造不同的分支，其目标是让各个分裂子集尽可能地“纯”。尽可能“纯”就是尽量让一个分裂子集中待分类项属于同一类别。分裂属性分为以下三种不同的情况。
 
（1）属性是离散值且不要求生成二叉决策树。此时用属性的每一个划分作为一个分支。
 
（2）属性是离散值且要求生成二叉决策树。此时使用属性划分的一个子集进行测试，按照“属于此子集”和“不属于此子集”分成两个分支。
 
（3）属性是连续值。此时确定一个值作为分裂点split_point，按照>split_point和≤split_point生成两个分支。
 
属性的选择是决策树算法的关键。选择一个合适的特征属性作为判断节点，可以快速地分类，减少决策树的深度。决策树的目标就是把数据集按对应的类标签进行分类。最理想的情况是，通过属性的选择能把不同类别的数据集贴上对应类标签。属性选择的目标是使得分类后的数据集比较纯。属性选择度量算法有很多，这里介绍ID3和C4.5两种常用算法。
 
1．ID3算法
 
ID3算法由澳大利亚悉尼大学的Ross Quinlan于1986年提出，是国际上最早、最有影响力的决策树算法，其他算法如C4.5、CART等都是在ID3算法基础上的改进。根据信息论知识：期望信息越小，信息增益越大，从而纯度越高。ID3算法的核心思想就是以信息增益度量属性选择，选择分裂后信息增益最大的属性进行分裂。该算法涉及两个重要的概念：信息熵和信息增益。
 
1）信息熵
 
信息是个很抽象的概念。人们常常说信息很多，或者信息较少，但却很难说清楚信息到底有多少。比如一本五十万字的中文书到底有多少信息量。直到1948年，香农在论文A Mathematical Theory of Communication中提出了“信息熵”的概念，才解决了对信息的量化度量问题。香农用信息熵的概念来描述信源的不确定度，即事件ai的信息量I（ai）可如下度量：
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其中，p（ai）表示事件ai发生的概率。
 
假设有n个互不相容的事件a1,a2,a3,…,an，它们中有且仅有一个发生，则其平均的信息量可如下度量：
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信息熵是用来衡量一个随机变量出现的期望值，一个变量的信息熵越大，那么它出现的各种情况也就越多，也就是包含的内容多，我们要描述它就需要付出更多的表达才可以，也就是需要更多的信息才能确定这个变量。也可以说，熵是整个系统的平均信息量，一个系统越是有序，信息熵就越低；反之，一个系统越是混乱，信息熵就越高。信息熵也可以说是系统有序化程度的一个度量。处理信息就是为了把信息搞清楚，实质上就是要想办法让信息熵变小。
 
2）信息增益
 
信息增益又称相对熵、信息散度，是一种衡量样本特征重要性的方法，直观的理解是有无样本特征对分类问题的影响的大小。也就是说，信息增益是针对一个一个的特征而言的，对于一个特征t，系统有它和没它的时候信息量的差值就是这个特征给系统带来的信息量，即增益。
 
假设某个状态下系统的信息熵为H（Y），在引入某个特征X后的信息熵为H（Y|X），则特征X的信息增益定义为：
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在公式中，H（Y|X）又称为条件熵。熵表示随机变量的不确定性，而条件熵则表示在一个条件下，随机变量的不确定性。信息增益是熵与条件熵的差值，表示在一个条件下信息不确定性减少的程度。例如，假设X（明天下雨）的信息熵为2（不确定明天是否下雨），Y（如果是阴天则下雨）的条件熵为0.01（因为如果是阴天就下雨的概率很大，信息就少了），则信息增益=2－0.01=1.99。在这个例子中，信息增益很大，说明在获得阴天这个信息后，明天是否下雨的信息不确定性减少了1.99，减少的程度很大，可以理解为阴天这个信息对下雨来说是很重要的。
 
在分类问题中，信息增益用于度量属性A降低样本集合X熵的贡献大小，信息增益越大，越适于对X进行分类。设D为用类别对训练元组进行的划分，则D的熵表示为：
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其中，pi表示第i个类别在整个训练元组中出现的概率，可以用属于此类别元素的数量除以训练元组元素总数量作为估计。熵的实际意义表示是D中元组的类标号所需要的平均信息量。
 
现在假设将训练元组D按属性A进行划分，则A对D划分的期望信息为：
 
而信息增益即为两者的差值：
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例如，是否去打网球这一决策需要考虑天气（Outlook）、温度（Temperature）、湿度（Humidity）、风力（Wind）几个因素，决策结果为是否去玩。表5-3是这一决策问题的14组观测数据。
 
 
 表5-3　“是否去打网球”决策问题的观测数据
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对于表5-3所描述的决策问题，首先计算整个分类系统的熵。该问题可以分为两个类别No（不出去玩）和Yes（出去玩），其中取值为Yes的记录有9个（被视为正例），取值为No的有5个（被视为负例），则根据熵的计算公式，分类系统的熵为：
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下面分别计算4个分类属性（Outlook、Temperature、Humidity、Wind）相应的信息增益值。
 
计算属性Wind的信息增益。Wind的条件值有两个Weak和Strong，当Wind固定为Weak时共有8条记录，其中正例6个，负例两个；当Wind固定为Strong时共有6条记录，正例、负例各三个。则对于属性Wind，其条件熵为：
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则属性Wind的信息增益为：
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同理，可以计算其他分类属性的信息增益。
 
Humidity的信息增益为：
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Outlook的信息增益为：
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Temperature的信息增益为：
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3）ID3算法的基本思想与流程
 
ID3算法的核心思想就是以信息增益度量属性选择，选择分裂后信息增益最大的属性进行分裂。该算法采用自顶向下的贪婪搜索遍历可能的决策树空间。
 
ID3的基本思想如下。
 
（1）自顶向下地贪婪搜索遍历可能的决策树空间构造决策树。
 
（2）从“哪一个属性将在树的根节点被测试”开始；使用统计测试来确定每一个实例属性单独分类训练样例的能力，分类能力最好的属性作为树的根节点测试。即选择信息增益最大的节点作为根节点。
 
（3）然后为根节点属性的每个可能值产生一个分支，并把训练样例排列到适当的分支（也就是说，样例的该属性值对应的分支）之下。
 
（4）重复这个过程，用每个分支节点关联的训练样例来选取在该点被测试的最佳属性。
 
（5）这形成了对合格决策树的贪婪搜索，也就是算法从不回溯重新考虑以前的选择。
 
2．C4.5算法
 
ID3只能处理离散型描述属性，它选择信息增益最大的属性划分训练样本，其目的是进行分支时系统的熵最小，从而提高算法的运算速度和精确度。ID3算法的主要缺陷是：用信息增益作为选择分支属性的标准时，偏向于取值较多的属性，而在某些情况下，这类属性可能不会提供太多有价值的信息。C4.5是ID3算法的改进算法，不仅可以处理离散型描述属性，还能处理连续性描述属性。C4.5采用了信息增益率作为选择分支属性的标准，弥补了ID3算法的不足。
 
1）C4.5算法对ID3算法的改进
 
C4.5算法之所以是目前最常用的决策树算法，是因为它继承了ID3算法的所有优点并对ID3算法进行了改进和补充。C4.5算法采用信息增益率作为选择分支属性的标准，克服了ID3算法中使用信息增益选择属性时偏向选择取值多的属性的不足，并且对非离散、不完整的数据也能处理。
 
C4.5算法主要做出了以下方面的改进。
 
（1）用信息增益率来选择属性
 
克服了用信息增益来选择属性时偏向选择值多的属性的不足。信息增益率定义为：
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其中，Gain（S,A）与ID3算法中的信息增益相同，而分裂信息SplitInfo（S,A）代表了按照属性A分裂样本集S的广度和均匀性，其定义为：
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其中，S1到SC是C个不同值的属性A分割S而形成的C个样本子集。如按照属性A把S集（含30个用例）分成了10个用例和20个用例两个集合，则SplitInfo（S,A）=[image: ][image: ]。
 
（2）可以处理连续数值型属性
 
C4.5算法既可以处理离散型描述属性，也可以处理连续型描述属性。在选择某节点上的分支属性时，对于离散型描述属性，C4.5算法的处理方法与ID3相同，按照该属性本身的取值个数进行计算；对于某个连续性描述属性Ac，假设在某个节点上的数据集的样本数量为total，C4.5算法将做以下处理。
 
①该节点上的所有数据样本按照连续型描述的属性的具体数值，由小到大进行排序，得到属性值的取值序列{A1C,A2C,…,AtotalC}。
 
②在取值序列生成tota-l1个分割点。第i（0<i<total）个分割点的取值设置为Vi=[image: ]，它可以将该节点上的数据集划分为两个子集。
 
③从total-1个分割点中选择最佳分割点。对于每一个分割点划分数据集的方式，C4.5算法计算它的信息增益比，并且从中选择信息增益比最大的分割点来划分数据集。
 
（3）采用了一种后剪枝方法
 
避免树的高度无节制的增长，避免过度拟合数据，该方法是用训练样本本身来估计剪枝前后的误差，从而决定是否真正剪枝。方法中使用的公式如下：
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其中，N是实例的数量，[image: ]为观察到的误差率（其中，E为N个实例中分类错误的个数），q为真实的误差率，c为置信度（默认值为0.25），z为对应于置信度c的标准差，其值可根据c的设定值通过查正态分布表得到。通过该公式即可计算出真实误差率q的一个置信区间上限，用此上限为该节点误差率e做一个悲观的估计：
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通过判断剪枝前后e的大小，从而决定是否需要剪枝。
 
（4）对于缺失值的处理
 
在某些情况下，可供使用的数据可能缺少某些属性的值。假如<x,c（x）>是样本集S中的一个训练实例，但是其属性A的值A（x）未知。处理缺少属性值的一种策略是赋给它节点n所对应的训练实例中该属性的最常见值；另外一种更复杂的策略是为A的每个可能值赋予一个概率。例如，给定一个布尔属性A，如果节点n包含6个已知A=1和4个A=0的实例，那么A（x）=1的概率是0.6，而A（x）=0的概率是0.4。于是，实例x的60%被分配到A=1的分支，40%被分配到另一个分支。这些片断样例的目的是计算信息增益，另外，如果有第二个缺失值的属性必须被测试，这些样例可以在后继的树分支中被进一步细分。
 
2）C4.5算法应用示例
 
本示例将C4.5用于是否去打网球的决策。数据集同表5-3，它表示的是天气情况与去不去打网球之间的关系。
 
根据C4.5算法，首先计算分类系统的信息熵。上面的训练集有4个属性，即属性集合A={OUTLOOK, TEMPERATURE, HUMIDITY, WINDY}；而类标签有两个，即类标签集合C={Yes,No}，分别表示适合去打网球和不适合去打网球，其实是一个二分类问题。数据集D包含14个训练样本，其中属于类别“Yes”的有9个，属于类别“No”的有5个，则计算其信息熵：
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下面对属性集中每个属性分别计算信息熵，计算过程如下。
 
（1）Info（OUTLOOK）=5/14×[－2/5×log2（2/5）－3/5×log2（3/5）]+4/14×[－4/4×log2（4/4）－0/4×log2（0/4）]+5/14×[－3/5×log2（3/5）－2/5×log2（2/5）]=0.694
 
（2）Info（TEMPERATURE）=4/14×[－2/4×log2（2/4）－2/4×log2（2/4）]+6/14×[－4/6×log2（4/6）－2/6×log2（2/6）]+4/14×[－3/4×log2（3/4）－1/4×log2（1/4）]=0.911
 
（3）Info（HUMIDITY）=7/14×[－3/7×log2（3/7）－4/7×log2（4/7）]+7/14×[－6/7×log2（6/7）－1/7×log2（1/7）]=0.789
 
（4）Info（WINDY）=6/14×[－3/6×log2（3/6）－3/6×log2（3/6）]+8/14×[－6/8×log2（6/8）－2/8×log2（2/8）]=0.892
 
根据上面的数据，可以计算选择第一个根节点所依赖的信息增益值，计算如下。
 
（1）Gain（OUTLOOK）=Info（D）－Info（OUTLOOK）=0.940－0.694=0.246
 
（2）Gain（TEMPERATURE）=Info（D）－Info（TEMPERATURE）=0.940－0.911=0.029
 
（3）Gain（HUMIDITY）=Info（D）－Info（HUMIDITY）=0.940－0.789=0.151
 
（4）Gain（WINDY）=Info（D）－Info（WINDY）=0.940－0.892=0.048
 
接下来，计算分裂信息度量SplitInfo，此处记为H（V）。
 
（1）OUTLOOK属性
 
属性OUTLOOK有三个取值，其中，Sunny有5个样本、Rainy有5个样本、Overcast有4个样本，则：H（OUTLOOK）=－5/14×log2（5/14）－5/14×log2（5/14）－4/14×log2（4/14）=1.577 406 282 852 345。
 
（2）TEMPERATURE属性
 
属性TEMPERATURE有三个取值，其中，Hot有4个样本、Mild有6个样本、Cool有4个样本，则：H（TEMPERATURE）=－4/14×log2（4/14）－6/14×log2（6/14）－4/14×log2（4/14）=1.556 656 707 462 822 8。
 
（3）HUMIDITY属性
 
属性HUMIDITY有两个取值，其中，Normal有7个样本、High有7个样本，则：H（HUMIDITY）=－7/14×log2（7/14）－7/14×log2（7/14）=1.0。
 
（4）WINDY属性
 
属性WINDY有两个取值，其中True有6个样本、False有8个样本，则：H（WINDY）=－6/14×log2（6/14）－8/14×log2（8/14）=0.985 228 136 034 251 6。
 
根据上面的计算结果，可以计算信息增益率，计算如下。
 
（1）IGR（OUTLOOK）=Info（OUTLOOK）/H（OUTLOOK）=0.246/1.577 406 282 852 345=0.155 952 212 612 701 45
 
（2）IGR（TEMPERATURE）=Info（TEMPERATURE）/H（TEMPERATURE）=0.029/1.556 656 707 462 822 8=0.018 629 669 509 642 094
 
（3）IGR（HUMIDITY）=Info（HUMIDITY）/H（HUMIDITY）=0.151/1.0=0.151
 
（4）IGR（WINDY）=Info（WINDY）/H（WINDY）=0.048/0.985 228 136 034 251 6=0.048 719 680 492 692 784
 
根据计算得到的信息增益率选择属性集中的属性作为决策树节点，对该节点进行分裂。从上面的信息增益率计算可知，OUTLOOK的信息增益率最大，所以选其作为第一个节点。
 
最后建立的决策树如图5-2所示。
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 图5-2　在数据集上通过C4.5生成的决策树
 

 
5.3　分类算法在舆情分析中的应用
 
5.3.1　网络舆情分类的基本原理
 
随着微博、论坛、微信等网络媒介的迅猛发展，越来越多的人喜欢在网络上发表自己的观点与看法，网络事件层出不穷。网络舆情成为社会舆情的主要反映方式和重点关注对象。面对海量的、快速更新的网络信息和复杂的网络信息形式，相关部门难以有效进行收集和分类。而网络信息分类是网络舆情监管的基础，只有高效、准确地分类，才能进行网络舆情的情况分析和危机等级的预测，防患于未然。
 
网络舆情分类就是将大量网络舆情文本文档划分为一组主题类别，舆情话题识别、倾向性分析、热点主题跟踪、自动摘要等都必须依靠前期网络舆情主题分类技术。传统的做法是对海量的网上信息进行人工分类。但是，传统的人工分类需要大量人力，在网络舆情信息呈指数级增长的今天，显然不能满足要求。相对于机器分类，人工分类耗费大量的人力且存在偏差。而自动进行文本分类虽说各种算法的搜索策略、准确率不一，但面对海量信息，自动文本分类更具实用价值。在已完成信息采集的情况下，一旦确定主题，辅助具体的文本分类方法，就能更好地完成网络舆情分析并起到监管防范作用。
 
从技术角度出发，网络舆情分类是网络文本分类中的一种主题分类，主题分类就是将大量不同文本划分为代表不同概念主题的对应类别中。在具体操作中，根据已经掌握的训练集信息，建立分类模型，遇到新的文本集时，只需要根据分类模型进行类别判断。具体过程如下。
 
（1）获取文档集：包含训练文本集（用于学习并得到分类器）和测试文本集（评测分类器的性能）。训练文档集直接影响文档分类器的性能。训练文档集要全面包含分类系统的各类文档。
 
（2）文本特征选取：即从文本中选择怎样的语言要素，使得原始语料规范化。
 
（3）特征选择：即选择尽量少而准确的特征项，并确定其权重。
 
（4）文档表示模型：表示文档特征的组织方式。即用数学模型表示语言元素。文档表示是文档分类中重要的影响因素。布尔模型和向量空间模型是其主要的表示模型。
 
（5）分类器：选择合适的分类方法，用训练文本集学习而得分类器。
 
（6）评测结果：通过测试对比评测分类效果。
 
网络舆情文本分类过程如图5-3所示。
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 图5-3　网络舆情文本分类过程
 

 
5.3.2　网络舆情分类的常用算法及其R语言实现
 
文本分类的方法大部分来自于模式分类，基本上可以分为以下三大类。
 
一种是基于统计的方法，如朴素贝叶斯、KNN、类中心向量、回归模型、支持向量机、最大熵模型等算法。
 
另一种是基于连接的方法，即人工神经网络。
 
还有一种是基于规则的方法，如决策树、关联规则等，这些方法的主要区别在于规则的获取方法。
 
本部分介绍两种常用的算法：KNN（K-Nearest Neighbor, K最近邻）算法和SVM（支持向量机）算法。
 
1．KNN算法
 
1）KNN算法简介
 
KNN分类算法，是一个理论上比较成熟的方法，也是最简单的机器学习算法之一。该算法主要应用领域是对未知事物的识别，即判断未知事物属于哪一类。判断思想是：基于欧几里得定理，判断未知事物的特征和哪一类已知事物的特征最接近。基本思路是：如果一个样本在特征空间中的k个最相似（即特征空间中最邻近）的样本中的大多数属于某一个类别，则该样本也属于这个类别。在KNN算法中，所选择的邻居都是已经正确分类的对象。KNN方法虽然从原理上也依赖于极限定理，但在类别决策时，只与极少量的相邻样本有关。由于KNN方法主要靠周围有限的邻近样本，而不是靠判别类域的方法来确定所属类别，因此对于类域的交叉或重叠较多的待分样本集来说，KNN方法较其他方法更为适合。
 
KNN算法的步骤可以描述如下。
 
（1）计算出样本数据和待分类数据的距离；
 
（2）为待分类数据选择k个与其距离最小的样本；
 
（3）统计出k个样本中大多数样本所属的分类；
 
（4）这个分类就是待分类数据所属的分类。
 
2）KNN算法的R语言实现
 
R语言中可以使用class包中的knn（）函数实现KNN算法，该函数的语法格式如下：
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其中，参数train指定训练样本集；test指定测试样本集；cl指定训练样本集的分类变量；k指定最邻近的k个已知分类样本点，默认为1;l指定待分类样本点属于某类的最少已知分类样本数，默认为0；prob设为TRUE时，可以得到待分类样本点属于某类的概率，默认为FALSE；use.all控制节点的处理办法，即如果有多个第k近的点与待分类样本点的距离相等，默认情况下将这些点都纳入判别样本点，当该参数设为FALSE时，则随机挑选一个样本点作为第k近的判别点。
 
例如，使用R语言中自带的鸢尾花数据集iris进行KNN分类：
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运行结果：
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2．SVM算法
 
1）SVM算法简介
 
支持向量机（Support Vector Machine, SVM）是一种有监督学习的算法，它可以用来处理分类和回归的问题。在实际应用中，支持向量机是一个二分类的分类模型（或者叫作分类器）。
 
SVM分类的思想是：给定一个包含正例和反例的样本集合，SVM的目的是寻找一个超平面来对样本根据正例和反例进行分割，如图5-4所示。
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 图5-4　SVM原理示意图
 

 
各种资料对SVM评价甚高，说“它在解决小样本、非线性及高维模式识别中表现出许多特有的优势，并能够推广应用到函数拟合等其他机器学习问题中”。
 
如果一个线性函数能够将样本完全正确地分开，就称这些数据是线性可分的，否则称为非线性可分的。什么叫线性函数呢？在一维空间里就是一个点，在二维空间里就是一条直线，三维空间里就是一个平面，以此类推。
 
如果不关注空间的维数，这种线性函数就是超平面（Hyper Plane）。在样本空间中，划分超平面可通过如下线性方程来描述：
 
g（x）=wTx+b=0
 
假设它已经完成了对样本的分隔，且两种样本的标签分别是{+1,－1}，那么对于一个分类器来说，g（x）＞0和g（x）＜0就可以分别代表两个不同的类别：+1和－1。
 
但光是分开是不够的，SVM的核心思想是尽最大努力使分开的两个类别有最大间隔，这样才使得分隔具有更高的可信度。而且对于未知的新样本才有很好的分类预测能力。
 
那么怎么描述这个间隔，并且让它最大呢？SVM的办法是：让离分隔面最近的数据点具有最大的距离。
 
为了描述离分隔超平面最近的数据点，需要找到两个和这个超平面平行和距离相等的超平面：
 
H1:y=wTx+b=+1　和　H2:y=wTx+b=－1
 
如图5-5所示。
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 图5-5　支持向量机示意图
 

 
在这两个超平面上的样本点也就是理论上离分隔超平面最近的点，是它们的存在决定了H1和H2的位置，支撑起了分界线，它们就是所谓的支持向量，这就是支持向量机的由来。
 
但是，并不是所有的数据集都是线性可分的。对于一个低维的线性不可分的样本集，映射到高维就可以变成线性可分了，就能够使用SVM算法了。但是，如果将低维数据直接映射到高维，维度的数目可能会呈现爆炸性增长，因此，需要引入核函数。核函数的思想是寻找一个函数，这个函数使得在低维空间中进行计算的结果和映射到高维空间中计算内积<ϕ（x1），ϕ（x2）>的结果相同。这样就避开直接在高维空间中进行计算，而最后的结果却是等价的。常用核函数包括多项式核函数、高斯核函数、线性核函数、字符串核函数。
 
2）SVM算法的R语言实现
 
R语言中使用SVM算法需要安装e1071包，并使用该包的svm（）函数实现该算法。svm（）函数在建立支持向量机分类模型时有两种方式。第一种是根据既定公式建立模型，此时的函数使用格式为：
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其中，formula代表的是函数模型的形式，data代表的是在模型中包含的有变量的一组可选格式数据。参数na.action用于指定当样本数据中存在无效的空数据时系统应该进行的处理。默认值na.omit表明程序会忽略那些数据缺失的样本。另外一个可选的赋值是na.fail，它指示系统在遇到空数据时给出一条错误信息。参数scale为一个逻辑向量，指定特征数据是否需要标准化（默认标准化为均值0，方差1）。索引向量subset用于指定那些将被用来训练模型的采样数据。例如，对于鸢尾花数据集iris，我们已经知道，仅使用Petal.Length和Petal.Width这两个特征时标记为setosa和versicolor的鸢尾花是线性可分的，所以可以用下面的代码来构建SVM模型。
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使用下述代码对模型进行可视化展示，执行结果如图5-6所示。
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 图5-6　鸢尾花数据的SVM模型
 

 
第二种使用svm（）函数的方式则是根据所给的数据建立模型。这种方式形式要复杂一些，但是它允许我们以一种更加灵活的方式来构建模型。它的函数使用格式如下：
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下面对第二种格式中的几个主要参数做一说明。
 
（1）参数x可以是一个数据矩阵，也可以是一个数据向量，同时也可以是一个稀疏矩阵。y是对于x数据的结果标签，它既可以是字符向量也可以为数值向量。x和y共同指定了将要用来建模的训练数据以及模型的基本形式，可以理解为分类模型形式为y~x。
 
（2）参数type用于指定建立模型的类别。支持向量机模型通常可以用作分类模型、回归模型或者异常检测模型。根据用途的差异，svm（）函数中的type可取的值有C-classification、nu-classification、one-classification、eps-regression和nu-regression，默认为C-classification。其中，eps-regression和nu-regression用于建立回归模型；C-classification、nu-classification、one-classification用于建立分类模型，默认为C分类器，使用nu分类器会使决策边界更光滑一些，单一分类可用于异常检测，适用于所有的训练数据提取自同一个类里，然后SVM建立了一个分界线以分割该类在特征空间中所占区域和其他类在特征空间中所占区域。
 
（3）参数kernel是指在模型建立过程中使用的核函数，针对线性不可分的问题，为了提高模型预测精度，通常会使用核函数对原始特征进行变换，提高原始特征维度，解决支持向量机模型线性不可分问题。svm（）函数中的kernel参数有4个可选核函数，分别为线性核函数、多项式核函数、高斯核函数及神经网络核函数。其中，高斯核函数与多项式核函数被认为是性能最好也最常用的核函数。核函数有两种主要类型：局部性核函数和全局性核函数，高斯核函数是一个典型的局部性核函数，而多项式核函数则是一个典型的全局性核函数。局部性核函数仅在测试点附近小领域内对数据点有影响，其学习能力强、泛化性能较弱；而全局性核函数则相对来说泛化性能较强、学习能力较弱。
 
（4）对于选定的核函数，degree参数是指核函数多项式内积函数中的参数，其默认值为3。gamma参数给出了核函数中除线性内积函数以外的所有函数的参数，默认值为1。coef0参数是指核函数中多项式内积函数与sigmoid内积函数中的参数，默认值为0。
 
使用第二种格式建立文本分类模型时，不需要特别强调所建立模型的形式，函数会自动将所有输入的特征变量数据作为建立模型所需要的特征向量。经验的做法是首先将结果变量和特征变量分别提取出来，结果用一个向量表示，特征向量用一个矩阵表示。在确定好数据后还应根据数据分析所使用的核函数以及核函数所对应的参数值，通常默认使用高斯内积函数作为核函数。
 
例如，对于鸢尾花数据iris，可以使用下述形式建立svm模型。
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从上述代码的输出中，可以看到在模型预测时，模型将所有属于setosa类型的鸢尾花全部预测正确；模型将属于versicolor类型的鸢尾花中有48朵预测正确，但将另外两朵错误地预测为virginica类型；同样，模型将属于virginica类型的鸢尾花中的48朵预测正确，但也将另外两朵错误地预测为versicolor类型。
 
5.4　基于R语言的网络舆情分类示例——微信公众号文章分类
 
5.4.1　问题描述
 
目前，微信公众平台已成为人们生活的一部分，成为人们了解信息的主要渠道。据统计，当前微信活跃用户已达到5.49亿，用户每天在微信平台上平均阅读5.86篇文章，微信公众号数量已突破1000万个，发布频率约为每两天一次，每天都会产生数以百万计的文章，让人眼花缭乱。这些现象表明：微信舆情信息量大、涉及面广、传播迅疾、影响力深远，这些特点无不要求舆情工作人员能够对微信舆情信息进行合理的分类，从而迅速了解舆情内容、分析舆情主体民众的喜好、态度等，有效地进行舆情研判并有针对性地采取舆情应对策略。
 
据统计，阅读人数、分享人数较多的微信文章主要有如下几类：情感类、养生类、政法类、企业管理类、旅游类、财经类、烹饪类、教育类等，这些构成了目前微信文章的主流类别。因此，本实例使用搜狗微信和八爪鱼采集了教育、养生、企业管理、情感4个类别的若干文章作为舆情文本分类研究的样本数据。
 
5.4.2　数据采集
 
以采集“教育类”的微信文章为例，步骤如下。
 
（1）打开搜狗微信（http://weixin.sogou.com/），在搜索框中输入关键词“教育”，然后单击“搜文章”，进入搜索结果页面，复制地址栏中的地址。
 
（2）打开“八爪鱼”，新建采集任务，首先设置任务名称，然后单击“下一步”按钮设置网址，在“采集地址”输入框内将上一步复制的地址粘贴到此处，如图5-7所示。
 
 
 [image: ] 
 图5-7　设置采集地址
 

 
（3）依次单击“下一步”按钮，完成“设置详情页链接”“设置翻页”，在“设置字段”步骤中配置抓取模板，在微信文章中分别单击文章标题和文章主体抓取这两部分内容，如图5-8所示。
 
（4）“设置字段”之后继续单击“下一步”按钮进入到“完成”步骤，选择“启动单机采集”后系统便开始执行采集任务，如图5-9所示。
 
采集完毕后，将采集任务导出到Excel文件中。
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 图5-8　设置采集字段
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 图5-9　执行采集任务
 

 
按照上述步骤依次完成养生类、企业管理类、情感类微信文章的采集。最后使用采集到的数据形成分类数据文件，数据截图如图5-10所示。
 
该文件包含两列，type列表示文章类别，txt列存储文章内容。本例中将分类数据存入到“d:\r\weixinfenlei.csv”文件中，共包含335条样本数据。
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 图5-10　数据文件截图
 

 
5.4.3　微信公众号文章分类的R语言实现
 
（1）读文件：
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（2）查看共有多少条样本数据：
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（3）提取文本内容：
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（4）对文本内容做简单的预处理，如去掉数字：
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（5）对文本内容进行分词处理：
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（6）去停用词（本例子的停用词表保存在D:\\r\\stopch.txt文件中）:
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（7）为去停用词后的文本内容构建语料库：
 
 
 [image: ] 

 
（8）构建文档-词条矩阵：
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（9）使用KNN算法构建文本分类器，以前300条数据为训练样本，后35条数据为测试样本。
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（10）分类结果评估——计算准确率：
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从结果可以看出，准确率为（8+13+5+3)/35，大约等于82.9%。
 
也可以使用SVM算法进行分类，代码如下。
 
（11）使用SVM算法构建文本分类器，以前300条数据为训练样本，后35条数据为测试样本。
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（12）使用后35条数据作为测试样本进行预测：
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（13）分类结果评估——计算准确率：
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从结果可以看出，准确率为（6+11+5+5)/35=77.14%。
第6章　基于R语言的网络舆情热点话题聚类
 
6.1　聚类的定义及其基本原理
 
6.1.1　聚类的定义
 
聚类就是对大量未知标注的数据集，按数据的内在相似性将数据集划分为多个类别，使类别内的数据相似度较大而类别间的数据相似度较小。
 
聚类是数据分析之中十分重要的一种手段。例如古典生物学之中，人们通过物种的形貌特征将其分门别类，可以说就是一种朴素的人工聚类。如此，我们就可以将世界上纷繁复杂的信息，简化为少数方便人们理解的类别，可以说是人类认知这个世界的最基本方式之一。在数据分析的术语之中，聚类和分类是两种技术。分类是指我们已经知道了事物的类别，需要从样品中学习分类的规则，是一种有指导学习；而聚类则是由我们来给定简单的规则，从而得到分类，是一种无指导学习。两者可以说是相反的过程。
 
聚类算法被用于许多知识领域，这些领域通常要求找出特定数据中的“自然关联”。自然关联的定义取决于不同的领域和特定的应用，可以具有多种形式。典型的应用如以下一些方面。
 
（1）商务方面，帮助市场分析人员从客户基本资料库中发现不同的客户群，并用购买模式来刻画不同客户群的特征。
 
（2）聚类分析是细分市场的有效工具，同时也可用于研究消费者行为，寻找新的潜在市场、选择实验的市场，并作为多元分析的预处理。
 
（3）生物学方面，用于推导植物和动物的分类，对基因进行分类，获得对种群固有结构的认识。
 
（4）地理信息方面，在地球观测数据库中相似区域的确定、汽车保险单持有者的分组，及根据房子的类型、价值和地理位置对一个城市中房屋的分组上可以发挥作用。
 
（5）聚类也能用于在网上进行文档归类来修复信息。
 
（6）在电子商务网站建设数据挖掘中的应用，通过分组聚类出具有相似浏览行为的客户，并分析客户的共同特征，可以更好地帮助电子商务的用户了解自己的客户，向客户提供更合适的服务。
 
（7）聚类分析可以作为其他数据挖掘算法的预处理步骤，便于这些算法在生成的簇上进行处理。
 
6.1.2　聚类的基本原理
 
聚类算法通常基于“数据矩阵”和“相异度矩阵”。
 
典型的聚类过程主要包括数据准备、特征选择和特征提取、距离／相似度计算、聚类（或分组）、对聚类结果进行有效性评估等步骤。其中，
 
（1）数据准备：包括特征标准化和降维。
 
（2）特征选择：从最初的特征中选择最有效的特征，并将其存储于向量中。
 
（3）特征提取：通过对所选择的特征进行转换形成新的突出特征。
 
（4）聚类（或分组）：首先选择合适特征类型的某种距离函数（或构造新的距离函数）进行相似度的度量，而后执行聚类或分组。
 
（5）聚类结果评估：是指对聚类结果进行评估。评估主要有三种：外部有效性评估、内部有效性评估和相关性测试评估。
 
目前，聚类算法通常基于“数据矩阵”或“相异度矩阵”。因此，如何表示数据、如何定量计算两个可比较元素间的相异度是聚类分析的基础。通俗地说，相异度就是两个东西差别有多大，例如，人类与章鱼的相异度明显大于人类与黑猩猩的相异度，这是我们能直观感受到的，但是计算机没有这种直观感受能力，我们必须对相异度给出数学上的定量定义。
 
1．数据矩阵与相异度矩阵
 
数据矩阵又称为对象-属性结构。假设用p个变量（也称为属性）来表现n个对象，例如用年龄、身高、性别、种族等属性来表现对象“人”，则数据矩阵为一个n×p维（n个对象×p个属性）的矩阵，也可看作是关系表的形式，如图6-1所示。
 
相异度矩阵存储n个对象两两之间的近似性，表现形式是一个n×n维的矩阵。d（i,j）是对象i和对象j之间相异性的量化表示，通常它是一个非负的数值，当对象i和j越相似，其值越接近0；两个对象越不同，其值越大。由于d（i,j）=d（j,i）而且d（i,i）=0，所以相异度矩阵呈现出上三角或下三角的形式，如图6-2所示。
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 图6-1　数据矩阵（或称为对象属性结构）
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 图6-2　相异度矩阵
 

 
数据矩阵通常称为双模（Two-mode）矩阵：行和列分布表示不同的实体；相异度矩阵常被称为单模（One-mode）矩阵：行和列表示同一实体。许多聚类算法都是以相异度矩阵为基础计算的，所以如果数据是以数据矩阵的形式给出的，则需要首先转换为相异度矩阵，才可以利用聚类算法来处理。
 
2．相异度计算
 
设X={x1,x2,…,xn},Y={y1,y2,…,yn}，其中X,Y是两个元素项，各自具有n个可度量特征属性，那么X和Y的相异度定义为：d（X,Y）=f（X,Y）→R，其中R为实数域。也就是说，相异度是两个元素对实数域的一个映射，所映射的实数定量表示两个元素的相异度。元素类型不同则相异度的计算方法也不同，下面以标量类型变量和二元变量为例介绍相异度的计算方法。
 
1）标量类型变量的相异度计算
 
标量也就是无方向意义的数字，也叫标度变量。标量的相异度通常用欧氏距离、曼哈顿距离和闵可夫斯基距离来计算。
 
（1）欧氏距离
 
欧氏距离又称欧几里得距离，定义如下：
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其意义就是两个元素在欧氏空间中的集合距离，因为其直观易懂且可解释性强，被广泛用于标识两个标量元素的相异度。例如，计算X={2,1,102}和Y={1,3,2}的相异度，应用公式（6.1）可得两者的欧氏距离为：
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需要注意的是，欧氏距离通常采用的是原始数据，而并非规划后的数据，例如有一属性在1~100内取值，那么便可以直接使用，而并非一定要将其归一到［0,1］区间使用。做归一化处理的话，欧氏距离的原本意义便被消除了，正因为如此，所以其优势在于新增对象不会影响到任意两个对象之间的距离。然而，如果对象属性的度量标准不一样，如在度量分数时采取十分制和百分制，对结果影响较大。
 
（2）曼哈顿距离
 
如果欧氏距离看成是多维空间对象点到点的直线距离，那么曼哈顿距离就是计算从一个对象到另一个对象所经过的折线距离。曼哈顿距离的定义为：
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需要注意的是，曼哈顿距离取消了欧氏距离的平方，因此使得离群点的影响减弱。
 
（3）闵可夫斯基距离
 
闵可夫斯基距离的定义为：
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闵可夫斯基距离是欧几里得距离和曼哈顿距离的推广，当p=1时，它表示曼哈顿距离；当p=2时，它表示欧几里得距离。
 
2）二元变量的相异度计算
 
一个二元变量只有两个状态：0或者1。其中，0代表变量所表示的状态不存在；1则代表相应的状态存在。例如，给定变量smoker，用以描述一个病人是否吸烟的情况，用smoker为1表示病人吸烟；若smoker为0表示病人不吸烟。
 
如果假设所有的二元变量有相同的权重，则可以得到一个两行两列（2×2）的条件表，如表6-1所示。
 
 
 表6-1　二元变量相异度计算表
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其中：
 
（1）q表示在对象i和对象j中均取1的二值变量个数；
 
（2）r表示在对象i中取1但对象j中取0的二值变量个数；
 
（3）s表示在对象i中取0而在对象j中取1的二值变量个数；
 
（4）t则表示在对象i和对象j中均取0的二值变量个数；
 
（5）二值变量的总数为p，则：p=q+r+s+t。
 
如果一个二值变量取0或1所表示的内容同等价值，且有相同的权重，则该二元变量是对称的。例如，属性“性别”，有两个值“女性”和“男性”，两个取值都没有优先权。基于对称二元变量的相似度，称为恒定的相似度。对恒定相似度而言，评价对象i和j间相异度使用简单匹配系数：
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如果一个二元变量的两个取值的重要性不同，则该二元变量就是不对称的。如一个疾病的测试结果可以是positive或negative，显然这两个测试结果的重要性是不一样的。通常将比较重要的输出结果编码为1；而将另一结果编码为0。给定一个二元变量，如果认为取1值比取0值所表示的情况更重要，则这样的二元变量被认为是单性的（好像只有一个状态）。基于这样的二元变量的相似度被称为非恒定的相似度。对非恒定相似度，最常见的描述对象i和对象j间差异度的参数是Jaccard相关系数：
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在计算过程中，负匹配的数目t被认为是不重要的，因此被忽略。
 
6.2　经典的聚类算法
 
聚类的目标是使同一类对象的相似度尽可能地大；不同类对象之间的相似度尽可能地小。目前聚类的方法很多，根据基本思想的不同，大致可以将聚类算法分为5大类：划分方法、层次方法、基于密度的方法、基于网格的方法以及基于模型的方法。每一类中都存在着得到广泛应用的算法，例如，划分方法中的K-Means聚类算法、层次方法中的凝聚型层次聚类算法、基于模型方法中的神经网络聚类算法等。本部分介绍两种聚类算法：K-Means聚类和层次聚类。
 
6.2.1　K-Means聚类
 
K-Means是常用的基于划分的聚类算法，其中，K表示类别数，Means表示均值。顾名思义，K-Means是一种通过均值对数据点进行聚类的算法。K-Means算法通过预先设定的K值及每个类别的初始中心对相似的数据点进行划分。并通过划分后的均值迭代优化获得最优的聚类结果。
 
假设提取到原始数据的集合为（x1,x2,…,xn），并且每个xi为d维的向量（d维向量由原始数据的d个特征组成），K-Means聚类的目的就是，在给定分类组数k（k≤n）值的条件下，将原始数据分成k类。
 
该算法的一般步骤如下。
 
（1）从数据集中随机取k个元素，作为k个簇的各自的中心。
 
（2）分别计算剩下的元素到k个簇中心的相异度，将这些元素分别划归到相异度最低的簇。
 
（3）根据聚类结果，重新计算k个簇各自的中心，计算方法是取簇中所有元素各自维度的算术平均数。
 
（4）将数据集中全部元素按照新的中心重新聚类。
 
（5）重复第（4）步，直到每个簇的中心基本不再变化。
 
（6）将结果输出。
 
下面通过一个示例说明K-Means算法的聚类过程。对于如表6-2所示的二维数据集，要把它划分为两个类别，首先选取O1和O5为两个初始簇心，所以M1=O1=（1,1）,M2=O5=（5,5）。
 
 
 表6-2　二维数据集
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然后计算剩余的每条记录，根据其与各个簇中心的距离将它划分给最近的簇。对于O2，
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因为D（M1,O2）＜D（M2,O2），所以O2这条记录分给了M1类。
 
对于O3，
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因为D（M2,O3）＜D（M1,O3），所以O3这条记录分给了M2类。
 
对于O4，
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因为D（M2,O4）＜D（M1,O4），所以O4这条记录分给M2。
 
因此得到了一个新的分类簇：C1={O1,O2},C2={O3,O4,O5}。
 
然后计算平方误差：
 
M1=O1=（1,1）,　E1=[（1－2）2+（1－2）2]+[（1－1）2+（1－1）2]=2
 
M2=O5=（5,5）,
 
E2=[（5－3）2+（5－4）2]+[（5－4）2+（5－4）2]+[（5－5）2+（5－5）2]=7
 
所以总体的平均误差是：E=E1+E2=2+7=9，这一轮结束，再迭代一次，计算新的簇心，M1=（（1+2）/2,（1+2）/2）=（1.5,1.5）,M2=（（3+4+5）/3,（4+4+5）/3）=（4,4.33）。
 
重复上面计算距离的步骤，得到将O1和O2分给C1；O3,O4和O5分给C2。即，C1={O1,O2},C2={O3,O4,O5}。
 
计算平方误差：
 
M1=O1=（1.5,1.5）,
 
E1=[（1.5－2）2+（1.5－2）2]+[（1.5－1）2+（1.5－1）2]=1
 
M2=O5=（4,4.33）,
 
E2=[（4－3）2+（4.33－4）2]+[（4－4）2+（4.33－4）2]+[（4－5）2+（4.33－5）2]=1.3467
 
所以总体的平均误差是：E=E1+E2=1+1.3467=2.3467，可以看出，从第一次迭代后总体平均误差大幅度地得到了减少，然后再计算簇心，M1=（（1+2）/2,（1+2）/2）=（1.5,1.5）,M2=（（3+4+5）/3,（4+4+5）/3）=（4,4.33）。由于簇心未发生变化，迭代停止，得到聚类结果。
 
下面对K-Means算法的优缺点做一简单总结。K-Means算法具有如下优缺点。
 
优点：本算法确定的K个划分可达到平方误差最小。当聚类是密集的，且类与类之间区别明显时，效果较好。对于处理大数据集，这个算法是相对可伸缩和高效的，计算的复杂度为O（NKt），其中，N是数据对象的数目，t是迭代的次数。一般来说，K[image: ]N,t[image: ]N。
 
K-Means算法的缺点主要有以下三个。
 
（1）在K-Means算法中K是事先给定的，这个K值的选定是非常难以估计的。很多时候，事先并不知道给定的数据集应该分成多少个类别才最合适。
 
（2）在K-Means算法中，首先需要根据初始聚类中心来确定一个初始划分，然后对初始划分进行优化。这个初始聚类中心的选择对聚类结果有较大的影响，一旦初始值选择得不好，可能无法得到有效的聚类结果，这也成为K-Means算法的一个主要问题。
 
（3）该算法需要不断地进行样本分类调整，不断地计算调整新的聚类中心，因此当数据量非常大时，算法的时间开销是非常大的。所以需要对算法的时间复杂度进行分析、改进，提高算法应用范围。
 
6.2.2　层次聚类
 
K-Means聚类面临一个问题，即K的值如何确定？为了不在这个参数的选取上花费太多时间，可以考虑层次聚类。
 
层次聚类又称系统聚类，其基本思想是：距离相近的样品（或变量）先聚成类，距离相远的后聚成类，过程一直进行下去，每个样品（或变量）总能聚到合适的类中。层次聚类的过程如下。
 
假设总共有n个样品（或变量），
 
第一步：将每个样品（或变量）独自聚成一类，共有n类。
 
第二步：根据所确定的样品（或变量）“距离”公式，把距离较近的两个样品（或变量）聚合为一类，其他的样品（或变量）仍各自聚为一类，共聚成n－1类。
 
第三步：将“距离”最近的两个类进一步聚成一类，共聚成n－2类……以上步骤一直进行下去，最后将所有的样品（或变量）全聚成一类。
 
简言之，一个层次聚类方法其实就是将数据对象组成一棵聚类的树。根据层次分解是自底向上的还是自顶向下形成的，层次聚类方法可以进一步分为凝聚的和分裂的层次聚类。
 
（1）凝聚的层次聚类：这种自底向上的策略首先将每个对象作为单独的一个簇，然后合并这些原子簇为越来越大的簇，直到所有的对象都在一个簇中，或者达到某个终止条件。
 
（2）分裂的层次聚类：这种自顶向下的策略与凝聚的层次聚类相反，它首先将所有的对象置于一个簇中。然后逐渐细分为越来越小的簇，直到每个对象在单独的一个簇中，或者达到一个终止条件，例如达到了某个希望的簇数目或者两个簇之间的距离超过了某个阈值。
 
层次聚类有两个关键问题：类与类间的距离如何衡量？如何选择分几类呢？
 
首先研究第一个问题：如何衡量类间的距离？类间距离的计算方法常用的有最短距离法、最长距离法、类平均法、重心法等。以下用dij表示样品（指标）Xi与Xj之间的距离，用D表示类Gi与Gj之间的距离。
 
1．最短距离法
 
定义类Gp与类Gq之间的距离为两类最近样品（指标）的距离，即为：Dk（p,q）=min{dij|i∈Gp,j∈Gq}，如图6-3所示。
 
2．最长距离法
 
定义类Gp与类Gq之间的距离为两类最远样品的距离，即为：DK（p,q）=max{dij|i∈Gp,j∈Gq}，如图6-4所示。
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 图6-3　最短距离法
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 图6-4　最长距离法
 

 
3．类平均法
 
两类间距离为类中任意两样品（指标）距离的平均。即：
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如图6-5所示。
 
如图6-5所示的两类间的距离为：[image: ]。
 
4．重心法
 
两类间的距离定义为两类重心之间的距离，对样品分类而言，每一类中心就是属于该类样品的均值。需要注意的是，每次得到一个新的合并类后要重新计算重心，如图6-6所示。
 
 
 [image: ] 
 图6-5　类平均法
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 图6-6　重心法
 

 
下面讨论第二个问题：如何确定类的个数？层次聚类最终得到一棵聚类树，如何确定类的个数，这是一个十分困难的问题，人们至今仍未找到满意的办法，但是这个问题又是不可回避的。分类本身就没有一定的标准，人们可以从不同的角度给出不同的分类，在实际应用中常使用下面几种方法确定类的个数。
 
1）给定一个阈值T
 
通过观测聚类图，给出一个合适的阈值T，要求类与类之间的距离不要超过T值。例如，给定T=0.35，当聚类时，若类间的距离已经达到或超过了0.35，则聚类结束。
 
2）根据样本的散点图直观地确定
 
当样本所含指标只有两个或三个时，可运用散点图直观观察。如果指标超过三个时，可用主成分法先综合指标。
 
3）使用统计量
 
有些统计软件中提供了一些统计量可以近似地检验分类数如何确定更合适。这些统计量有：R统计量、半偏R统计量、伪F统计量和伪t2统计量等。
 
6.3　聚类算法在舆情分析中的应用及其R语言实现
 
在互联网舆情的监控和预警系统中，经常用到文本聚类算法进行话题发现、热点检测、内容导航等。
 
网络舆情聚类分析是指在事先不了解网络舆情集合中每一个网络舆情样本所属的程度级别的情况下，根据网络舆情的主要特征，如舆情发生时间、评论数量、传播频度等，把相同或相近特征的网络舆情归为一类，从而实现舆情聚类。从机器学习的角度讲，舆情聚类是搜索舆情簇的无监督学习过程。在舆情聚类过程中，分在同一个簇里的舆情对象具有很高的相似性，而不同簇中的舆情对象之间的相似性非常低。所形成的每个舆情簇都可以看作一个舆情类，由它可以导出规则。与级别划分不同，聚类只对舆情数据进行分析，由于最初并不知道如何开始，所以训练舆情数据一般不提供级别标记，但是随着聚类过程不断推进，可以自动给不同舆情簇分配对应的舆情级别标记。
 
舆情文本聚类的处理流程如图6-7所示。
 
在舆情文本聚类的算法选择上也常用到K-Means算法、层次聚类算法等。R语言中提供了一些成熟的包可以实现这些算法，如cluster包里包含pam、agnes等函数，可以十分方便地进行聚类计算；系统自带的stats包也可以实现hclust、kmeans等函数；另外，fpc包也可以用来做聚类分析。
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 图6-7　文本聚类的处理流程
 

 
以比较常用的kmeans函数为例，其基本格式为：
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其中，参数x代表数据矩阵，centers代表簇的个数，即k值，通常在应用中设定这两个参数即可。例如，使用kmeans函数对R基础包自带的鸢尾花（Iris）数据进行聚类分析，代码如下。
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6.4　基于R语言的网络舆情聚类分析示例——电商顾客评论热点话题聚类
 
6.4.1　问题描述
 
随着电子商务的快速发展，越来越多的人通过电商网站来了解产品信息、购买商品并通过评价表达自己购买商品过程中的感受、对购买商品的满意程度和对所购买商品的建议和要求等。电商网站商品评价舆情是客户了解商品和店家服务的一种重要渠道和表达方式。在大数据的时代背景下，电子商务领域也面临着数据急剧扩张的问题，评论文本也是如此，尤其是热门销售产品，其评论文本可以在短时间内达到极高的累计值，此时进行评论文本的人工阅读与分析不仅耗费时间和精力，也无法确保分析的准确性和全局性，所以有必要借助数据分析手段以及自然语言处理等方法来实现文本的快速、准确分析。聚类分析是一种自动、快速实现评论文本信息挖掘的有效方式。通过对顾客评论文本聚类，可以实现热点话题的自动识别，提取产品的优势与不足，指导生产与营销，并实现顾客的有效划分，为后续更加精准的营销提供良好的分析基础。
 
本示例采集了京东热卖生鲜水果——智利进口车厘子的买家评论，对评论数据集进行了热点词提取、聚类分析。
 
6.4.2　数据采集
 
打开八爪鱼采集器，新建一个采集任务，设计如图6-8所示的工作流程。
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 图6-8　京东买家评论的八爪鱼采集流程
 

 
下面按照从上至下的顺序对如图6-8所示的采集流程做一说明。
 
（1）打开网页：输入商品购买详情页的地址，如https://item.jd.com/4048938.html。
 
（2）单击元素：在打开的网页中单击“商品评价”标签。
 
（3）循环提取数据：在商品评论区依次单击用户ID、评论、评论时间等要抓取的数据，如图6-9所示。
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 图6-9　设定要抓取的字段
 

 
形成抓取模板如图6-10所示。
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 图6-10　配置抓取模板
 

 
（4）单击翻页（循环翻页）：如果需要翻页，则单击翻页标签。
 
按照上述流程，采集了八百多条用户评论，数据清理后有效数据748条，保存到d:\r\cherry.csv文件中，样本数据示例如图6-11所示。
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 图6-11　样本数据截图
 

 
通过对评论数据的简单观察，可以发现这些评论具有如下特点。
 
（1）文本短小，基本上多数评论就是一句话；
 
（2）情感倾向明显，“好”“坏”“可以”之类的词汇比较明显；
 
（3）语言不规范，经常会出现一些网络用语、符号和数字等；
 
（4）重复性大，一句话中常会出现词语重复。
 
因此，首先需要对数据进行清洗，例如去重复、去数字及特殊符号等。
 
6.4.3　电商商品评论聚类分析的R语言实现
 
1．构建分词词库和停用词词库
 
本示例搜集了客户网购时常用的评论词汇（一千多个），每词一行保存在文本文件d:\r\commentwords.txt中，如图6-12所示。
 
使用下列R语言代码将上述网购评论常用词汇添加到系统默认词库中。
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为节省存储空间、提高处理效率，在文本挖掘前还应该过滤掉一些无用的词，这些词被称为停用词。在使用已有的中文停用词表的基础上，还应该根据研究的需要和文本数据的特征增、减停用词。例如，本研究的数据样本是京东顾客对智利进口车厘子的评论数据集，因此，可以把“京东”“智利”“车厘子”“樱桃”等共性的词汇作为停用词，既可以避免共性的内容重复处理又可以避免这些词汇对聚类的干扰作用。再如，评论中经常会出现“了”“啊”“但是”之类的语气词、关联词、介词等，这些词对于句子的特征没有贡献，也应该将其去除。我们将停用词以每个词一行的形式保存在文本文件“d:\\r\\stopcomment.txt”中，文件内容截图如图6-13所示。
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 图6-12　电商客户常用评论词汇示例
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 图6-13　停用词示例
 

 
2．热点词识别及词云图展示的R语言实现
 
热点词识别涉及分词、词频统计、排序等技术。R语言不仅具有强大的中文分词功能，还提供了table（）、apply（）、sort（）等函数用于词频统计、排序等。在4.3.2节中介绍了使用wordcloud包绘制词云图的方法，本节介绍一个新的绘制词云图的包wordcloud2。
 
1）wordcloud2包
 
wordcloud2包是基于wordcloud2.js封装的一个R包，使用HTML5的canvas绘制，浏览器的可视化具有动态和交互效果。相对于wordcloud包，wordcloud2还支持任意形状的词云绘制。绘制词云图的函数为wordcloud2（），该函数的形式如下。
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参数说明如下。
 
（1）data：词云生成数据，包含具体词语以及频率。
 
（2）size：字体大小，默认为1，一般来说该值越小，生成的形状轮廓越明显。
 
（3）fontFamily：字体，如“微软雅黑”。
 
（4）fontWeight：字体粗细，包含“normal”，“bold”以及“600”。
 
（5）color：字体颜色，可以选择“random-dark”以及“random-light”，其实就是颜色色系。
 
（6）backgroundColor：背景颜色，支持R语言中的常用颜色，如“gray”，“blcak”，但是还不能支持更加具体的颜色选择，如“gray20”。
 
（7）minRotation与maxRotation：字体旋转角度范围的最小值以及最大值，选定后，字体会在该范围内随机旋转。
 
（8）rotationRation：字体旋转比例，如设定为1，则全部词语都会发生旋转。
 
（9）shape：词云形状选择，默认是“circle”，即圆形。还可以选择“cardioid”（苹果形或心形），“star”（星形），“diamond”（钻石），“triangle-forward”（三角形），“triangle”（三角形），“pentagon”（五边形）。
 
（10）vminSize：最小字体大小，小于此范围的不显示。
 
（11）gridSize：词之间的间隔。
 
2）热点词识别及词云图展示的R语言代码
 
下列代码对评论数据集进行分词、去停用词、词频统计，关键词按词频从小到大排序并取出词频较大的前30个词作为热点词绘制其词云图。
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运行结果如图6-14所示。
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 图6-14　评论热点词词云图
 

 
这些热点词的词频统计如表6-3所示。
 
 
 表6-3　热点词的词频统计
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从表6-3可以看出，对于京东智利进口车厘子这一生鲜产品，正面评价（好、好吃、大、赞、喜欢、不错、满意、实惠、便宜、甜、新鲜）的词居多，负面评价主要是酸、有坏果。顾客的评价主要集中在质量、快递速度、包装、物流、送货服务、口感、个头、价格、味道这几方面。
 
3．商品评论聚类的R语言实现
 
热点词分析准确地识别出了热议关键词，通过聚类分析可进一步将与某个热点词相关且意思相近的标题聚为一类，从而可以更全面地掌握热点评论内容、更好地分析商务舆情、了解顾客对商品的购买诉求。
 
在R语言中聚类分析可参考如下步骤。
 
1）构建文本矩阵
 
聚类算法大都以相异度矩阵为基础，文本聚类关键的一步也是如何构建文本矩阵。R语言中的tm包提供了该功能，具体步骤如下。
 
步骤1：对文本进行分词、去停用词，生成可用的文本列表。
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步骤2：用文本列表变量构建语料库。
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步骤3：将语料库转换成词项-文档稀疏矩阵。
 
该矩阵的列对应语料库中所有的文档，矩阵的行对应所有文档中抽取的词项，矩阵中一个［i,j］位置的元素代表词项i在文档j中出现的次数。
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步骤4：将词项-文档矩阵转换为普通矩阵，接下来将使用这个矩阵选择聚类算法进行聚类分析。
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2）kmeans函数中参数k的确定
 
如何合理地确定k值（即数据的聚类数）是K-Means算法的关键。本示例利用轮廓系数来确定参数k。轮廓系数最早由Peter J. Rousseeuw在1986年提出，是聚类效果好坏的一种评价方式。轮廓系数结合内聚度和分离度两种因素，可以用来在相同原始数据的基础上评价不同算法或者算法不同运行方式对聚类结果所产生的影响。假设将待分类数据分为k个簇，对于簇中的每个向量i，给定a（i）为向量i到同一簇内其他点的距离的平均值，a（i）用于量化簇内的凝聚度；b（i）为向量i到所有非本身所在簇的点的平均距离的最小值，b（i）用于量化簇之间的分离度。则向量i的轮廓系数s（i）为：
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将所有向量的轮廓系数求平均就是该聚类结果总的轮廓系数。轮廓系数的值介于［－1,1］，值越大，表示聚类效果越好，因此，轮廓系数值最大时对应的k即为最佳的聚类簇数。计算轮廓系数的R语言代码如下。
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上述代码运行结果为：
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即，对本例子中的748条数据进行K-Means文本聚类的最佳簇个数为29。
 
绘制出的轮廓系数图如图6-15所示。
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 图6-15　轮廓系数图
 

 
从图6-15可以看出，当簇的个数k为29时，轮廓系数达到最大值。
 
3）商品评论文本聚类及其结果分析
 
计算出k的值后，使用下列代码进行聚类分析，并将聚类结果保存在d:\\r\\demokmeansRes.csv中。
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对结果文件进行分析，发现聚类结果基本上做到了把相同主题的评论聚为一类，聚类结果截图如图6-16和图6-17所示。
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 图6-16　聚类结果截图（1）
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 图6-17　聚类结果截图（2）
 

 
从分析结果可以看出，大部分顾客对京东智利车厘子这一生鲜商品的满意度还是比较高的，特别是对价格、物流、包装的认可度较高。
第7章　基于R语言的网络舆情关联规则挖掘
 
7.1　关联规则挖掘的定义及其基本原理
 
7.1.1　什么是关联规则挖掘
 
马克思主义哲学认为，世间万物皆有联系，联系是指一切事物、现象之间以及事物内部诸要素之间的相互依赖、相互制约、相互影响、相互作用。联系具有客观性、普遍性、条件性和多样性。一件事情的发生，很可能会引起另外一件事情的发生。或者说，这两件事情很多时候在很大程度上会一起发生。人们通过发现这个关联的规则，可以由一件事情的发生来推测另外一件事情的发生，从而更好地了解和掌握事物的发展、动向等。这就是数据挖掘中进行关联规则分析的基本意义。一个典型的例子是购物篮分析，通过关联规则挖掘发现交易数据库中不同商品（项）之间的联系，找出顾客购买的行为模式，如购买了某一商品对购买其他商品的影响。分析结果可以应用于商品货架布局、货存安排以及根据购买模式对用户进行分类等。
 
简言之，作为一种简单、实用的分析技术，关联规则挖掘，就是在交易数据、关系数据或其他信息载体中，查找存在于项目集合或对象集合之间的频繁模式、关联、相关性或因果结构。或者说，关联规则挖掘是发现交易数据库中不同商品（项）之间的联系。
 
关联规则挖掘研究的关系通常有两种：简单关联关系和序列关联关系。
 
简单关联关系：购买面包的顾客中80%会购买牛奶。面包和牛奶作为一种早餐的搭配是大家所接受的，二者没有共同属性，但是二者搭配后就是一顿美味早餐。商场摆货时，如果把这两样摆在一起，就会刺激顾客潜意识里二者的关系，从而刺激购买。这就是一种简单的关联关系。
 
序列关联关系：买了iPhone手机的顾客中80%会选择购买iPhone手机保护壳，这就是一种序列关联关系。因为一般没人先去买个保护壳再去买手机。这是存在时间上的先后顺序的。
 
本章只讨论简单关联关系。
 
7.1.2　关联规则挖掘的基本原理
 
关联规则挖掘就是从给定的数据集发现频繁出现的项集模式知识，即关联规则。一般用支持度和置信度两个阈值来度量关联规则的相关性，引入提升度或兴趣度等参数，使得所挖掘的规则更符合需求。
 
假设I={i1,i2,…,im}是项的集合，给定一个交易数据库，其中每个事务（Transaction）t是I的非空子集，即t∈I，每一个交易都与一个唯一的标识符TID（Transaction ID）对应。关联规则是形如X⇒Y的蕴涵式，其中，X,Y∈I且X∩Y=⌀,X和Y分别称为关联规则的先导（Antecedent或Left-Hand-Side, LHS）和后继（Consequent或Right-Hand-Side, RHS）。
 
判断关联规则是否有效，最常用的两个指标是：置信度（Confidence）和支持度（Support）。为了筛选出那些具有较高置信度和支持度的规则，需要给这两个指标分别设定一个阈值。达到了阈值的规则才是有效规则。
 
1．支持度
 
支持度，简单的字面理解就是支持的程度，一般以百分比表示。例如，某超市中有1000个顾客购物，其中200个顾客购买了面包（物品集A），那么面包（物品集A）的支持度为：P（A）=200/1000=20%。关联规则X→Y的支持度（Support）表示项集{X,Y}在总项集里出现的概率。公式为：
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其中，I表示总事务集。num（）表示求事务集里特定项集出现的次数。例如，num（I）表示总事务集的个数；num（X∪Y）表示含有{X,Y}的事务集的个数（个数也叫次数）。如果支持度太小，说明这个规则只是偶发事件，不具有普遍性和使用价值，或者说这两个项目只出现在很少的购物篮中。
 
2．置信度
 
置信度表示在先决条件X发生的情况下，由关联规则“X→Y”推出Y的概率。即在含有X的项集中，含有Y的可能性，公式为：
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置信度决定了规则的“可预测度”，置信度和支持度均大于给定阈值的关联规则称为强规则；否则称为弱规则。
 
3．提升度
 
仅根据支持度和置信度所发现的简单关联关系可能不实用或者是误导，还有一个指标很重要，那就是提升度。提升度表示含有X的条件下，同时含有Y的概率，与不含X的条件下却含Y的概率之比。
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对于关联规则X→Y，当提升度大于1时，意味着X的出现对Y的出现有促进作用，当它小于1时，表明X的出现降低了Y出现的可能性。因此：
 
（1）如果Lift（X→Y）＞1，则规则“X→Y”是有效的强关联规则。
 
（2）如果Lift（X→Y）≤1，则规则“X→Y”是无效的强关联规则。
 
（3）特别地，如果Lift（X→Y）=1，则表示X与Y相互独立。
 
7.2　常用的关联规则挖掘算法
 
7.2.1　Apriori算法
 
1．算法的基本思想
 
Apriori算法是一种最有影响力的挖掘布尔关联规则的频繁项集算法，它是由Rakesh Agrawal和Ramakrishnan Skrikant提出的。
 
Apriori算法利用频繁项集性质的先验知识，通过逐层搜索的迭代方法，即将k-项集用于探索（k+1）-项集，来穷尽数据集中的所有频繁项集。先找到频繁1-项集合L1，然后用L1找到频繁2-项集集合L2，接着用L2找L3，直到找不到频繁k-项集，找每个Lk都需要一次数据库扫描。
 
Apriori算法利用了重要的Apriori性质。
 
性质1：频繁项集的所有非空子集也必须是频繁的。
 
性质2：非频繁项集的超集一定是非频繁的。
 
当生成一个k-itemset的候选项时，如果这个候选项有子集不在（k－1）-itemset（已经确定是频繁的）中时，那么这个候选项就不用拿去和支持度判断了，直接删除。
 
2．算法的步骤
 
Apriori算法由连接和剪枝两个步骤组成。
 
连接步：为了找Lk，通过Lk－1与自己连接产生候选k-项集的集合，该候选k项集记为Ck。
 
剪枝步：Ck是Lk的超集，即它的成员可能不是频繁的，但是所有频繁的k-项集都在Ck中。因此可通过扫描数据库，通过计算每个k-项集的支持度来得到Lk。为了减少计算量，可以使用Apriori性质，即如果一个k-项集的（k－1）-子集不在Lk－1中，则该候选不可能是频繁的，可以直接从Ck删除。
 
Apriori算法伪代码如下。
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第一步：连接
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第二步：剪枝
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下面对Apriori算法的优缺点做一简单总结。
 
Apriori算法具有如下优点。
 
（1）使用先验性质，大大提高了频繁项集逐层产生的效率；
 
（2）简单易理解；
 
（3）数据集要求低。
 
该算法的主要缺点如下。
 
（1）候选频繁k项集数量巨大。
 
（2）在验证候选频繁k项集的时候需要对整个数据库进行扫描，非常耗时。
 
7.2.2　Eclat算法
 
与Apriori算法不同，Eclat算法加入了倒排的思想，具体就是将事务数据中的项作为key，每个项对应的事务ID作为value。
 
例如，原输入数据如表7-1所示。
 
 
 表7-1　事务表
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转换后如表7-2所示。
 
 
 表7-2　倒排表
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通过转换后的倒排表可以加快频繁集生成速度。其算法思想是：由频繁k项集求交集，生成候选k+1项集。对候选k+1项集做裁剪，生成频繁k+1项集，再求交集生成候选k+2项集。如此迭代，直到项集归一。根据上述数据的情况，具体计算过程如下。
 
（1）计算频繁1项集，结果为：
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（2）由频繁1项集生成频繁2项集：
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（3）由频繁2项集生成频繁3项集：
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频繁k项集生成频繁k+1项集的过程与由1项集生成2项集的过程完全一致。
 
上述计算过程使用计算机实现可参考如下流程。
 
首先，原始输入数据需要设计成竖表，如下：
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由这个表计算频繁1项集很简单，对item字段做group by+count即可。将count≥最小支持度的留下。
 
然后，计算频繁2项集。
 
（1）将原始表做自关联。关联条件为tid相同，item不同，并且左表的count≥右表的count，在count一样的情况，按照item字母顺序满足：左item＞右item。
 
（2）将关联结果的左item、左count、右item、右count做group by，再计算count，这个count就是频繁2项的支持度，留下满足支持度的项集，对关联结果做过滤。
 
结果如下：
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接着，计算频繁3项集。
 
这一步与频繁2项集生成既相同，又不同。
 
具体如下。
 
（1）用频繁2项集做关联。tid和左item都相同，且右item不同，左count≥右count，count相同按照item字母排序。
 
（2）将左表的左item+右item生成结果表的左item，取左表右count作为结果表的左count，右表的右item作为结果表的右item，右表的count作为结果表的count。
 
（3）对生成的左、右tiem做group by得到满足支持度的项集，过滤关联结果。
 
结果如下。
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关联规则算法中的数据通常采用水平数据形式，Eclat算法采用垂直数据表示，从某种程度上说，其挖掘性能优于水平表示。但是，Eclat算法在项集规模庞大时，交集操作消耗大量时间和系统内存。为此，结合划分思想和突出基于概率的先验约束方法，可以把数据库中的事务划分成多个非重叠部分，对每一部分采用Eclat算法，减少每次“交”操作时项集的规模，从而减少比较次数，这样的设计具有更高的效率。
 
7.3　关联规则挖掘在舆情分析中的应用及其R语言实现
 
网络舆情的关联规则挖掘主要采用关联规则分析方法，自动分析不同主题文本中各个特征之间的潜在关联关系，通过各种关联模式的发现，可以进一步分析网络舆情的背景关联性、时空关联性和舆情的虚实情况。例如，对背景相似的不同热点事件挖掘它们之间的背景关联性。例如，南京彭宇撞人案和天津许云鹤撞人案，两个事件可互为舆情发展诱因，准确发现其关联性可使得客户对舆情发展规模等有正确判断。还可以通过关联模式挖掘，发现舆情事件之间的时空关联性，掌握舆情的内在联系，有针对性地处理，可以有效缓解和消除民众的负面情绪。也可以通过关联模式分析判断舆情虚实状况，例如，网络炒作事件往往伴随着网络水军的幕后操作，并非真正民意，有效识别这些信息，可减少虚假舆情引起的预警。
 
具体实现时，常从提取舆情话题的热点词入手，挖掘热点词之间的强关联规则，分析出热点话题中具有较强代表性的词语模式。通常的做法是将每篇与舆情事件相关的文章看作一个事务（购物篮transaction），文章中的每个关键词被视为一个项目（item），然后设定支持度和置信度，提取出热点关键词间的频繁模式和关联规则。
 
在R语言中进行关联规则挖掘要用到两个专用包——arules和arulesViz。其中，arules用于管理规则的数字化生产，提供Apriori和Eclat两种快速挖掘频繁项集和关联规则算法的实现函数；arulesViz作为arules的扩展包，提供了实用而新颖的关联规则可视化技术，使得关联分析从算法运行到结果呈现一体化。
 
arules包中的apriori（）函数格式如下：
 
 
 [image: ] 

 
参数说明如表7-3所示（来自R语言帮助文档）。
 
 
 表7-3　apriori（）函数参数说明
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例如，使用R语言内置的数据集Adult挖掘关联规则和频繁模式。Adult数据集是一个事务型数据集，是从美国1994年人口普查数据库抽取而来的，属性变量包含年龄、工种、学历、职业、人种等重要信息。对该数据集挖掘关联规则的R语言代码如下。
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还可以使用arulesViz包进行关联规则的可视化，所使用的函数为plot（），其基本格式为：plot（x,method=NULL,measure=＂support＂,shading=＂lift＂,interactive=FALSE,data=NULL,control=NULL,.）
 
该函数可以对所生成的关联规则或频繁项集进行可视化展示，其中的参数method用于设定不同的可视化方法，可取的值包括：“scatterplot”（散点图）、“two-key plot”（两关键散点图）、“matrix”（矩阵图）、“matrix3D”（3维矩阵图）、“mosaic”（马赛克图）、“doubledecker”（双层图）、“graph”（图表）、“grouped”（分组归类图）、“iplots”（交互式散点图）。
 
例如，如下代码对Adult数据集中的关联规则进行不同方式的可视化展示，如图7-1~图7-3所示。
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 图7-1　关联规则散点图
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 图7-2　关联规则分组图
 

 
 
 [image: ] 
 图7-3　关联规则图表
 

 
7.4　基于R语言的网络舆情关联分析示例——雾霾舆情热点词关联模式挖掘
 
7.4.1　问题描述
 
每到冬季，雾霾都是热议话题。本实例首先从与雾霾相关的文章中提取关键词，然后将每篇文章看作一个购物篮，各关键词看作商品。提取雾霾这一舆情事件的热点词间的频繁模式和关联规则。从而可以对舆情事件有更清晰的认识，具有强关联的词也可以代表这一舆情事件。
 
7.4.2　数据采集
 
本示例从“今日头条”、微信等媒体中采集了雾霾相关的文章，对每篇文章提取关键词，每篇文章相当于一个事务，文章中的关键词相当于购物篮里的项目，然后挖掘关键词间的频繁模式及关联规则，对雾霾有更明晰的认识。
 
采集原理与前面章节相同，此处不再赘述。
 
所采集的数据集截图如图7-4所示。
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 图7-4　本示例数据截图
 

 
该数据集包括文章标题（title）、文章内容（article）、发表时间（time）、来源媒体（media）4个属性，保存在“d:\r\wumai.csv”文件中。
 
7.4.3　雾霾舆情热点词关联模式挖掘的R语言实现
 
1．分词、去停用词、提取每篇文章的关键词
 
与前几章一样，分词、去停用词需要构建分词词典和停用词词典，此处不再赘述。下列代码对每篇文章分词、去停用词，并取每篇文章中计数前10的关键词每词一行存入到事务表中。
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所生成的事务表截图如图7-5所示。
 
2．频繁项集及关联规则挖掘
 
关联规则可视化图表如图7-6所示。
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 图7-5　生成的事务表
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 图7-6　关联规则可视化图表
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第8章　基于R语言与BP神经网络的网络舆情分析
 
8.1　BP神经网络概述
 
8.1.1　什么是人工神经网络
 
人工神经网络（Artificial Neural Network, ANN）简称神经网络（NN），是基于生物学中神经网络的基本原理，在理解和抽象了人脑结构和外界刺激响应机制后，以网络拓扑知识为理论基础，模拟人脑的神经系统对复杂信息的处理机制的一种数学模型。该模型以并行分布的处理能力、高容错性、智能化和自学习等能力为特征，将信息的加工和存储结合在一起，以其独特的知识表示方式和智能化的自适应学习能力，引起各学科领域的关注。它实际上是一个有大量简单元件相互连接而成的复杂网络，具有高度的非线性，能够进行复杂的逻辑操作和非线性关系实现的系统。
 
神经网络是一种运算模型，由大量的节点（或称神经元）相互连接构成。每个节点代表一种特定的输出函数，称为激活函数。每两个节点间的连接都代表一个对于通过该连接信号的加权值，称为权值（Weight），神经网络就是通过这种方式来模拟人类的记忆。网络的输出则取决于网络的结构、网络的连接方式、权值和激活函数。而网络自身通常都是对自然界某种算法或者函数的逼近，也可能是对一种逻辑策略的表达。神经网络的构筑理念是受到生物的神经网络运作启发而产生的。人工神经网络则是把对生物神经网络的认识与数学统计模型相结合，借助数学统计工具来实现。另一方面在人工智能学的人工感知领域，我们通过数学统计学的方法，使神经网络能够具备类似于人的决定能力和简单的判断能力，这种方法是对传统逻辑学演算的进一步延伸。
 
人工神经网络中，神经元处理单元可表示不同的对象，例如特征、字母、概念，或者一些有意义的抽象模式。网络中处理单元的类型分为三类：输入单元、输出单元和隐单元。输入单元接收外部世界的信号与数据；输出单元实现系统处理结果的输出；隐单元是处在输入和输出单元之间，不能由系统外部观察的单元。神经元间的连接权值反映了单元间的连接强度，信息的表示和处理体现在网络处理单元的连接关系中。人工神经网络是一种非程序化、适应性、大脑风格的信息处理，其本质是通过网络的变换和动力学行为得到一种并行分布式的信息处理功能，并在不同程度和层次上模仿人脑神经系统的信息处理功能。
 
人工神经网络模型主要考虑网络连接的拓扑结构、神经元的特征、学习规则等。目前，已有近四十种神经网络模型，其中有BP网络、感知器、自组织映射、Hopfield网络、波耳兹曼机、适应谐振理论等。根据连接的拓扑结构，神经网络模型可以分为以下几种。
 
1．前向网络
 
网络中各个神经元接受前一级的输入，并输出到下一级，网络中没有反馈，可以用一个有向无环路图表示。这种网络实现信号从输入空间到输出空间的变换，它的信息处理能力来自于简单非线性函数的多次复合。网络结构简单，易于实现。BP网络是一种典型的前向网络。
 
2．反馈网络
 
网络内神经元间有反馈，可以用一个无向的完备图表示。这种神经网络的信息处理是状态的变换，可以用动力学系统理论处理。系统的稳定性与联想记忆功能有密切关系。Hopfield网络、波耳兹曼机均属于这种类型。
 
8.1.2　什么是BP神经网络
 
BP（Back Propagation，反向传播）神经网络是1986年由Rinehart和McClelland为首的科学家小组提出的一种按误差逆传播算法训练的多层前馈网络，是目前应用最广泛的神经网络模型之一。BP网络能学习和存储大量的输入-输出模式映射关系，而无须事前揭示描述这种映射关系的数学方程。它的学习规则是使用最速下降法，通过反向传播来不断调整网络的权值和阈值，使网络的误差平方和最小。BP神经网络模型的拓扑结构包括输入层、隐层和输出层，如图8-1所示。
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 图8-1　BP神经网络的拓扑结构
 

 
那么如何理解上面这段话呢？
 
首先，BP是“反向传播”的英文缩写，那么传播对象是什么？传播的目的是什么？“传播的方式是反向”又是什么意思呢？从原理上说，BP神经网络传播的对象是误差，传播的目的是得到所有层的估计误差，反向指的是由后层误差推导前层误差。即BP神经网络的思想可以总结为：利用输出后的误差来估计输出层的直接前导层的误差，再用这个误差估计更前一层的误差，如此一层一层地反传下去，就获得了所有其他各层的误差估计。
 
另一句需要正确理解的话是：“BP网络能学习和存储大量的输入-输出模式映射关系，而无须事前揭示描述这种映射关系的数学方程”。神经网络的学习是基于一组样本进行的，它包括输入和输出（常用期望输出表示），输入和输出有多少个分量就有多少个输入和输出神经元与之对应。最初神经网络的权值（Weight）和阈值（Threshold）是任意给定的，学习就是逐渐调整权值和阈值使得网络的实际输出和期望输出一致。在BP神经网络学习的过程中利用一种激活函数来描述层与层输出之间的关系，从而模拟各层神经元之间的交互反应。激活函数必须满足处处可导的条件，比较常用的是S型激活函数，如Sigmoid函数。Sigmoid函数即[image: ]，是一个良好的阈值函数，连续、光滑、严格单调、关于（0,0.5）中心对称。
 
8.2　BP神经网络的算法原理
 
8.2.1　BP神经网络的算法流程
 
如前文所述，BP神经网络由很多神经网络层构成，而每一层又由许多单元组成，第一层叫输入层，最后一层叫输出层，中间各层叫隐含层。在BP神经网络中，只有相邻的神经层的各个单元之间有联系，除输出层外，每一层都有一个偏置节点。偏置节点是为了描述训练数据中没有的特征，偏置节点根据下一层每一个节点的不同权值而产生不同的偏置，因此，可以认为偏置是每一个节点（除输入层外）的属性。
 
BP神经网络的训练过程主要分为两个阶段，第一阶段是信号的前向传播，从输入层经过隐含层，最后到达输出层；第二阶段是误差的反向传播，从输出层到隐含层，最后到输入层，依次调节隐含层到输出层的权值和偏置、输入层到隐含层的权值和偏置。在BP神经网络中，隐含层的层数并没有限制，但大量的BP神经网络应用经验认为隐含层设定为一层就足够好了。
 
依据信号的前向传播和误差的反向传播来构建整个BP神经网络的流程如下。
 
1．网络的初始化
 
假设输入层的节点个数为n，隐含层的节点个数为l，输出层的节点个数为m。输入层到隐含层的权值wij，隐含层到输出层的权值为wjk，输入层到隐含层的偏置为aj，隐含层到输出层的偏置为bk。学习速率为h，激励函数g（x）取Sigmoid函数。
 
2．隐含层的输出
 
设定隐含层的层数为1，则隐含层的输出Hj为：
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3．输出层的输出
 
输出层的计算公式为：
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4．误差的计算
 
取误差公式为：
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其中，Yk为期望输出。记Yk－Ok=ek，则E可以表示为：
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以上公式中，i=1…n,j=1…l,k=1…m。
 
5．权值的更新
 
权值的更新公式为：
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这里需要解释一下这个公式的由来，该公式体现了误差反向传播的过程，神经网络训练的目标是使得误差函数达到最小值，即min　E，使用梯度下降法，更新隐含层到输出层的权值，则有：
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因此，权值的更新公式为：wjk=wjk+ηHjek。
 
更新输入层到隐含层的权值，则有：
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其中，
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因此，权值的更新公式为：
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6．偏置的更新
 
偏置的更新公式为：
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该公式由来的推导过程与权值更新的推导过程原理相同。此处不再赘述。
 
7．判断算法迭代是否结束
 
有很多的方法可以判断算法是否已经收敛，常见的有指定迭代的代数，判断相邻的两次误差之间的差别是否小于指定的值等。
 
8.2.2　数据的归一化处理
 
在训练神经网络前一般需要对数据进行预处理，一种重要的预处理手段是归一化处理。所谓数据归一化，就是将数据映射到［0,1］或［－1,1］区间或更小的区间，比如（0.1,0.9）。之所以要进行归一化处理，是因为：
 
（1）不同类型的输入数据的单位不一样，有些数据的范围可能特别大，导致的结果是神经网络收敛慢、训练时间长。
 
（2）数据范围大的输入在模式分类中的作用可能会偏大，而数据范围小的输入作用就可能会偏小。
 
（3）由于神经网络输出层的激活函数的值域是有限制的，因此需要将网络训练的目标数据映射到激活函数的值域。例如，神经网络的输出层若采用S形激活函数，由于S形函数的值域限制在（0,1），也就是说神经网络的输出只能限制在（0,1），所以训练数据的输出就要归一化到［0,1］区间。
 
（4）S形激活函数在（0,1）区间以外区域很平缓，区分度太小。例如，S形函数f（X）在参数a=1时，f（100）与f（5）只相差0.0067。
 
常用的归一化算法包括如下几种。
 
（1）线性函数转换，表达式为：
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其中，x为转换前的样本值，y为转换后的样本值，MaxValue、MinValue分别为样本的最大值和最小值。
 
（2）对数函数转换，表达式为：
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（3）反余切函数转换，表达式为：
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8.3　BP神经网络在舆情分析中的应用及其R语言实现
 
文献研究表明，目前BP神经网络在舆情分析中的应用主要体现在网络舆情预测方面（如舆情态势预测、舆情危机预警等）。面对错综复杂的舆情态势，决策者们不仅需要一种直观、定性的舆情解读，更希望能得到一些与舆情发展相关的量化数据（如能够反映舆情传播态势的网民参与人数、点赞数、评论数、转发数等）。而这些数据的产生具有极大的模糊性和随机性，如何在舆情传播的初期就能精确地预测到它们对于舆情研判、制定正确的舆情引导策略至关重要。
 
长期以来，神经网络以其具有自学习、自组织、较好的容错性和优良的非线性逼近能力，受到众多领域学者的关注。特别是当常规方法解决不了或效果不佳时，神经网络方法更能显示出其优越性。因此，对于那些对问题的机理不甚了解或不能用数学模型表示的系统，如故障诊断、特征提取和预测等问题，神经网络往往是最有利的工具。
 
利用BP神经网络进行舆情预测，主要包含如下几个步骤。
 
（1）构建舆情预测的指标体系；
 
（2）数据获取与预处理；
 
（3）预测模型的建立及训练；
 
（4）使用训练好的模型。
 
目前，在R语言中已经提供了很多包用于BP神经网络的实现，如RSNNS、nnet、AMORE、neuralnet等包。此处介绍一下neuralnet包的使用。
 
使用neuralnet包首先需要安装该数据包。neuralnet包中的neuralnet函数可以用来训练BP神经网络模型，该函数允许用户自定义误差和激活函数，并进一步实现广义权重的计算。neuralnet函数的语法格式如下：
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例如，
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上述语句的含义是训练一个三层BP神经网络，其中输入层有一个节点，输出层有一个节点，隐含层有10个节点。生成50个0~100之间的随机数作为输入样本，它们的平方根作为期望输出。
 
neuralnet包还提供了一个plot函数用于绘制BP神经网络模型，如图8-2所示。
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 图8-2　使用plot函数绘制的BP神经网络模型图
 

 
对于训练好的BP神经网络模型，可以使用compute函数预测一组给定的输入的输出值。例如，计算81的平方根。
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8.4　基于R语言与神经网络的舆情分析示例——微博转发数与评论数预测
 
8.4.1　问题描述
 
微博作为网络舆情的主要推动媒介，加强微博舆情的预警和监管迫在眉睫。如何针对微博自身的特点，建立微博中的舆情监测指标体系，及时捕捉到微博中敏感的舆情信息，为管理者实行舆情疏导提供决策支持，将负面的网络舆情影响控制在警戒线以下，具有重大的现实意义。
 
大量研究表明，微博特别是原创微博的转发数和评论数更能客观地衡量微博的舆论影响力。从发帖人的角度看，发帖人的粉丝数、关注数、发文数、是否是微博认证用户等均能影响微博的转发数和评论数；从微博的角度来看，是否涉及舆情事件的热议关键词、发文时间、是否含有视频或图片等也会对微博的转发数和评论数产生影响。因此，可以选取这些因素构建微博转发数与评论数预测的指标体系。
 
本示例以“韩国乐天”事件为舆情背景，构建三层BP神经网络模型，预测相关微博的转发数和评论数。该模型选择发帖人的粉丝数、关注数、发文数、微博等级、是否是微博认证用户、微博内容是否涉及舆情事件的热议关键词、发文时间、是否含有视频或图片等指标作为模型的输入，以微博的转发数和评论数作为模型的输出，隐含层设计了4个节点。
 
8.4.2　数据采集
 
本示例的数据采集分为两部分，一部分采集微博的发文信息，采集字段包括博主ID、博文内容、发文时间、转发数、评论数、是否包含视频或图片；另一部分采集微博主的身份信息，采集字段包括关注数、粉丝数、已发博文数、微博等级、是否是认证用户。
 
全部数据使用八爪鱼采集器采集，采集过程中出现的个别数据遗漏通过手动方式补充。根据“乐天事件”的舆情发展态势，2017年2月27日和2月28日两天是事件的关键时间点，因此，在新浪微博中以“韩国乐天”为关键词，搜索了2017年2月27日、2月28日、3月1日三天的微博，然后使用八爪鱼将相关微博及微博主的信息抓取到本地。
 
微博的发文信息使用“列表”模式采集，微博主的身份信息使用“列表及详情”模式采集，具体过程不再赘述。将采集的数据进行整理后，取其中的128条数据作为原始数据保存在d:\\ltordata.csv文件中。需要注意的是，采集到的发文时间数据是文本格式的，为了分析方便，本示例对时间做了处理，统一用4位数字表示，如23:09分表示成2309。原始数据示例如图8-3所示。
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 图8-3　采集到的原始数据
 

 
8.4.3　基于R语言与神经网络的微博转发数与评论数预测的实现
 
1．分词、去停用词、提取热点词
 
与前几章一样，分词、去停用词需要构建分词词典和停用词词典，此处不再赘述。本示例构建了与“乐天事件”相关的分词词典（保存在d:\\ltwords.txt中）和停用词词典（保存在d:\\stopwordlt.txt中）。本示例的分词与停用词示例如图8-4所示。
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 图8-4　本示例的分词与停用词示例
 

 
下列代码对数据集中的微博内容进行分词、去停用词、提取热点词并构建词云图。
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绘制的词云图如图8-5所示。
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 图8-5　“乐天事件”相关微博热点词词云图
 

 
 
 [image: ] 

 
2．构建神经网络模型
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生成的sample即为样本数据集，其中，tm（发文时间）、gz（关注数）、fs（粉丝数）、bws（已发微博数）、vl（微博等级）、sfrz（是否为认证用户）、video（微博内容是否包含视频）、image（微博内容是否包含图像）、hwnum（微博中含有热点词的个数）为神经网络的输入指标；zf（转发数）、pl（评论数）为神经网络的输出指标。
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其中，hidden表示该神经网络模型具有一个隐含层，隐含层有三个节点，threshold表示神经网络的阈值，rep表示神经网络的训练次数。
 
绘制神经网络模型图，如图8-6所示。
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 图8-6　本示例BP神经网络模型图
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从归一化后的样本数据集中取测试数据，数据集第二列表示转发数，第三列表示评论数，测试数据需要把这两列去掉。可以选任意数据为测试数据，以选第71条数据为测试数据为例。
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可以看出计算的输出结果是归一化后的结果，因此需要对输出结果做反归一化处理。
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在该反归一化函数中，x表示原始数据列，y表示预测的计算结果。
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从上述误差率可以看出，利用所构建的模型进行预测，误差率非常低，能够达到理想的预测效果。
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