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上一篇我们讲到，互联网应用的主要挑战就是在高并发情况下，大量的用户请求到达应用系

统服务器，造成了巨大的计算压力。互联网应用的核心解决思路就是采用分布式架构，提供

更多的服务器，从而提供更多的计算资源，以应对高并发带来的计算压力及资源消耗。

那么有没有办法减少到达服务器的并发请求压力呢？或者请求到达服务器后，有没有办法减

少不必要的计算，降低服务器的计算资源消耗，尽快返回计算结果给用户呢？

有，解决的核心就是缓存。

所谓缓存，就是将需要多次读取的数据暂存起来，这样在后面，应用程序需要多次读取的时

候，就不必从数据源重复加载数据了，这样就可以降低数据源的计算负载压力，提高数据响
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应速度。

一般说来，缓存可以分成两种，通读缓存和旁路缓存。

通读（read-through）缓存，应用程序访问通读缓存获取数据的时候，如果通读缓存有应

用程序需要的数据，那么就返回这个数据；如果没有，那么通读缓存就自己负责访问数据

源，从数据源获取数据返回给应用程序，并将这个数据缓存在自己的缓存中。这样，下次应

用程序需要数据的时候，就可以通过通读缓存直接获得数据了。

通读缓存在架构中的位置与作用如下图：

旁路（cache-aside）缓存，应用程序访问旁路缓存获取数据的时候，如果旁路缓存中有应

用程序需要的数据，那么就返回这个数据；如果没有，就返回空（null）。应用程序需要自

己从数据源读取数据，然后将这个数据写入到旁路缓存中。这样，下次应用程序需要数据的

时候，就可以通过旁路缓存直接获得数据了。

旁路缓存在架构中位置与作用如下图：



通读缓存

互联网应用中主要使用的通读缓存是 CDN 和反向代理缓存。

CDN（Content Delivery Network）即内容分发网络。我们上网的时候，App 或者浏览

器想要连接到互联网应用的服务器，需要网络服务商，比如移动、电信这样的服务商为我们

提供网络服务，建立网络连接才可以上网。

而这些服务商需要在全国范围内部署骨干网络、交换机机房才能完成网络连接服务，这些交

换机机房可能会离用户非常近，那么互联网应用能不能在这些交换机机房中部署缓存缓存服

务器呢？这样，用户就可以近距离获得自己需要的数据，既提高了响应速度，又节约了网络

带宽和服务器资源。

当然可以。这个部署在网络服务商机房中的缓存就是 CDN，因为距离用户非常近，又被称

作网络连接的第一跳。目前很多互联网应用大约 80% 以上的网络流量都是通过 CDN 返回

的。



CDN 只能缓存静态数据内容，比如图片、CSS、JS、HTML 等内容。而动态的内容，比如

订单查询、商品搜索结果等必须要应用服务器进行计算处理后才能获得。因此，互联网应用

的静态内容和动态内容需要进行分离，静态内容和动态内容部署在不同的服务器集群上，使

用不同的二级域名，即所谓的动静分离，一方面便于运维管理，另一方面也便于 CDN 进行

缓存，使 CDN 只缓存静态内容。

反向代理缓存也是一种通读缓存。我们上网的时候，有时候需要通过代理上网，这个代理是

代理我们的客户端上网设备。而反向代理则代理服务器，是应用程序服务器的门户，所有的

网络请求都需要通过反向代理才能到达应用程序服务器。既然所有的请求都需要通过反向代

理才能到达应用服务器，那么在这里加一个缓存，尽快将数据返回给用户，而不是发送给应

用服务器，这就是反向代理缓存。



用户请求到达反向代理缓存服务器，反向代理检查本地是否有需要的数据，如果有就直接返

回，如果没有，就请求应用服务器，得到需要的数据后缓存在本地，然后返回给用户。

旁路缓存

CDN 和反向代理缓存通常会作为系统架构的一部分，很多时候对应用程序是透明的。而应

用程序在代码中主要使用的是对象缓存，对象缓存是一种旁路缓存。

不管是通读缓存还是旁路缓存，缓存通常都是以 <key, value> 的方式存储在缓存中，比

如，CDN 和反向代理缓存中，每个 URL 是一个 key，那么 URL 对应的文件内容就是 

value。而对象缓存中，key 通常是一个 ID，比如用户 ID，商品 ID 等等，而 value 则是一

个对象，就是 ID 对应的用户对象或者商品对象。

对于 <key, value> 的数据格式，我们在前面在数据结构讨论过，比较快速的存取方式是使

用 Hash 表。因此通读缓存和旁路缓存在实现上，基本上用的是 Hash 表。

程序中使用的对象缓存，可以分成两种。一种是本地缓存，缓存和应用程序在同一个进程中

启动，使用程序的堆空间存放缓存数据。本地缓存的响应速度快，但是缓存可以使用的内存

空间相对比较小，但是对于大型互联网应用所需要缓存的数据通以 T 计，这时候就要使用

远程的分布式缓存了。

分布式缓存是指将一组服务器构成一个缓存集群，共同对外提供缓存服务，那么应用程序在

每次读写缓存的时候，如何知道要访问缓存集群中的哪台服务器呢？我们以 Memcached 

为例，看看分布式缓存的架构：



Memcached 将多台服务器构成一个缓存集群，缓存数据存储在每台服务器的内存中。事

实上，使用缓存的应用程序服务器通常也是以集群方式部署的，每个程序需要依赖一个 

Memcached 的客户端 SDK，通过 SDK 的 API 访问 Memcached 的服务器。

应用程序调用 API，API 调用 SDK 的路由算法，路由算法根据缓存的 key 值，计算这个 

key 应该访问哪台 Memcached 服务器，计算得到服务器的 IP 地址和端口号后，API 再调

用 SDK 的通信模块，将 <key, value> 值以及缓存操作命令发送给具体的某台 

Memcached 服务器，由这台服务器完成缓存操作。

那么，路由算法又是如何计算得到 Memcached 的服务器 IP 端口呢？比较简单的一种方

法，和 Hash 算法一样，利用 key 的 Hash 值对服务器列表长度取模，根据余数就可以确

定服务器列表的下标，进而得到服务器的 IP 和端口。

缓存注意事项

使用缓存可以减少不必要的计算，能够带来三个方面的好处：

缓存的数据通常存储在内存中，距离使用数据的应用也更近一点，因此相比从硬盘上获

取，或者从远程网络上获取，它获取数据的速度更快一点，响应时间更快，性能表现更

好。

1.

缓存的数据通常是计算结果数据，比如对象缓存中，通常存放经过计算加工的结果对

象，如果缓存不命中，那么就需要从数据库中获取原始数据，然后进行计算加工才能得

2.



但是缓存也不是万能的，如果不恰当地使用缓存，也可能会带来问题。

首先就是数据脏读的问题，缓存的数据来自数据源，如果数据源中的数据被修改了，那么缓

存中的数据就变成脏数据了。

主要解决办法有两个，一个是过期失效，每次写入缓存中的数据都标记其失效时间，在读取

缓存的时候，检查数据是否已经过期失效，如果失效，就重新从数据源获取数据。缓存失效

依然可能会在未失效时间内读到脏数据，但是一般的应用都可以容忍较短时间的数据不一

致，比如淘宝卖家更新了商品信息，那么几分钟数据没有更新到缓存，买家看到的还是旧数

据，这种情况通常是可以接受的，这时候，就可以设置缓存失效时间为几分钟。

另一个办法就是失效通知，应用程序更新数据源的数据，同时发送通知，将该数据从缓存中

清除。失效通知看起来数据更新更加及时，但是实践中，更多使用的还是过期失效。

此外，并不是所有数据使用缓存都有意义。在互联网应用中，大多数数据访问都是有热点

的，比如热门微博会被更多阅读，热门商品会被更多浏览。那么将这些热门的数据保存在缓

存中是有意义的，因为缓存通常使用内存，存储空间比较有限，只能存储有限的数据，热门

数据存储在缓存中，可以被更多次地读取，缓存效率也比较高。

相反，如果缓存的数据没有热点，写入缓存的数据很难被重复读取，那么使用缓存就不是很

有必要了。

小结

缓存是优化软件性能的杀手锏，任何需要查询数据、请求数据的场合都可以考虑使用缓存。

缓存几乎是无处不在的，程序代码中可以使用缓存，网络架构中可以使用缓存，CPU、操

作系统、虚拟机也大量使用缓存，事实上，缓存最早就是在 CPU 中使用的。对于一个典型

到结果对象，因此使用缓存可以减少 CPU 的计算消耗，节省计算资源，同样也加快了处

理的速度。

通过对象缓存获取数据，可以降低数据库的负载压力；通过 CDN、反向代理等通读缓存

获取数据，可以降低服务器的负载压力。这些被释放出来的计算资源，可以提供给其他

更有需要的计算场景，比如写数据的场景，间接提高整个系统的处理能力。

3.
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的互联网应用而言，使用缓存可以解决绝大部分的性能问题，如果需要优化软件性能，那么

可以优先考虑哪里可以使用缓存改善性能。

除了本篇提到的系统架构缓存外，客户端也可以使用缓存，在 App 或者浏览器中缓存数

据，甚至都不需要消耗网络带宽资源，也不会消耗 CDN、反向代理的内存资源，更不会消

耗服务器的计算资源。

思考题

我们从 Memcached 路由算法讲到余数 Hash 算法，但是，这种算法在 Memcached 服务

器集群扩容，也就是增加服务器的时候，会遇到较大的问题，问题是什么呢？应该如何解

决？

欢迎你在评论区写下你的思考，也欢迎把这篇文章分享给你的朋友或者同事，一起交流进步

一下。
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关于思考题，使用Memcached服务器数量参与hash余数算法，会导致服务器数量增减的
时候，相同的路由被重新计算到不同的机器上，这就会导致每次增删Memcached服务器
的时候，会导致大量的缓存失效，针对这个问题可以采用一致性哈希算法，将所有的服务
器连接成一个逻辑上的环，采用一个不会改变运算逻辑的hash函数，当一个key计算出has
h值的时候落到环上的某一个点，之后顺时针找到最近的一个服务器即可，这样即使删除…
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会导致大量缓存不命中，可以用一致性哈希算法解决
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