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消息队列高手课 进入课程

讲述：李玥
时长 16:33 大小 11.37M

你好，我是李玥。

我们的课程更新到进阶篇之后，通过评论区的留言，我看到有一些同学不太理解，为什么在

进阶篇中要讲这些“看起来和消息队列关系不大的”内容呢？

在这里，我跟你分享一下这门课程的设计思路。我们这门课程的名称是“消息队列高手

课”，我希望你在学习完这门课程之后，不仅仅只是成为一个使用消息队列的高手，而是设

计和实现消息队列的高手。所以我们在设计课程的时候，分了基础篇、进阶篇和案例篇三部

分。

基础篇中我们给大家讲解消息队列的原理和一些使用方法，重点是让大家学会使用消息队

列。
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你在进阶篇中，我们课程设计的重点是讲解实现消息队列必备的技术知识，通过分析源码讲

解消息队列的实现原理。希望你通过进阶篇的学习能够掌握到设计、实现消息队列所必备的

知识和技术，这些知识和技术也是设计所有高性能、高可靠的分布式系统都需要具备的。

进阶篇的上半部分，我们每一节课一个专题，来讲解设计实现一个高性能消息队列，必备的

技术和知识。这里面每节课中讲解的技术点，不仅可以用来设计消息队列，同学们在设计日

常的应用系统中也一定会用得到。

前几天我在极客时间直播的时候也跟大家透露过，由我所在的京东基础架构团队开发的消息

队列 JMQ，它的综合性能要显著优于目前公认性能非常好的 Kafka。虽然在开发 JMQ 的

过程中有很多的创新，但是对于性能的优化这块，并没有什么全新的划时代的新技术，

JMQ 之所以能做到这样的极致性能，靠的就是合理地设计和正确地使用已有的这些通用的

底层技术和优化技巧。我把这些技术和知识点加以提炼和总结，放在进阶篇的上半部分中。

进阶篇的下半部分，我们主要通过分析源码的方式，来学习优秀开源消息队列产品中的一些

实现原理和它们的设计思想。

在最后的案例篇，我会和大家一起，利用进阶篇中学习的知识，一起来开发一个简单的

RPC 框架。为什么我们要开发一个 RPC 框架，而不是一个消息队列？这里面就是希望大家

不只是机械的去学习，仅仅是我告诉这个问题怎么解决，你就只是学会了这个问题怎么解

决，而是能做到真正理解原理，掌握知识和技术，并且能融会贯通，灵活地去使用。只有这

样，你才是真的“学会了”。

有的同学在看了进阶篇中已更新的这几节课程之后，觉得只讲技术原理不过瘾，希望能看到

这些技术是如何在消息队列中应用并落地的，看到具体的实现和代码，所以我以京东 JMQ

为例，将这些基础技术点在消息队列实现中的应用讲解一下。

JMQ 的 Broker 是如何异步处理消息的？

对于消息队列的 Broker，它最核心的两个流程就是接收生产者发来的消息，以及给消费者

发送消息。后者的业务逻辑相对比较简单，影响消息队列性能的关键，就是消息生产的这个

业务流程。在 JMQ 中，经过优化后的消息生产流程，实测它每秒钟可以处理超过 100 万

次请求。

我们在之前的课程中首先讲了异步的设计思想，这里给你分享一下我在设计这个流程时，是

如何来将异步的设计落地的。



消息生产的流程需要完成的功能是这样的：

由于使用各种异步框架或多或少都会有一些性能损失，所以我在设计这个流程的时候，没有

使用任何的异步框架，而是自行设计一组互相配合的处理线程来实现，但使用的异步设计思

想和我们之前课程中所讲的是一样的。

对于这个流程，我们设计的线程模型是这样的：

首先，生产者发送一批消息给 Broker 的主节点；

Broker 收到消息之后，会对消息做一系列的解析、检查等处理；

然后，把消息复制给所有的 Broker 从节点，并且需要把消息写入到磁盘中；

主节点收到大多数从节点的复制成功确认后，给生产者回响应告知消息发送成功。



图中白色的细箭头是数据流，蓝色的箭头是控制流，白色的粗箭头代表远程调用。蓝白相间

的方框代表的是处理的步骤，我在蓝色方框中标注了这个步骤是在什么线程中执行的。圆角

矩形代表的是流程中需要使用的一些关键的数据结构。

这里我们设计了 6 组线程，将一个大的流程拆成了 6 个小流程。并且整个过程完全是异步

化的。

流程的入口在图中的左上角，Broker 在收到来自生产者的发消息请求后，会在一个

Handler 中处理这些请求，这和我们在普通的业务系统中，用 Handler 接收 HTTP 请求是

一样的，执行 Handler 中业务逻辑使用的是 Netty 的 IO 线程。

收到请求后，我们在 Handler 中不做过多的处理，执行必要的检查后，将请求放到一个内

存队列中，也就是图中的 Requests Queue。请求被放入队列后，Handler 的方法就结束

了。可以看到，在 Handler 中只是把请求放到了队列中，没有太多的业务逻辑，这个执行

过程是非常快的，所以即使是处理海量的请求，也不会过多的占用 IO 线程。

由于要保证消息的有序性，整个流程的大部分过程是不能并发的，只能单线程执行。所以，

接下来我们使用一个线程 WriteThread 从请求队列中按照顺序来获取请求，依次进行解析

请求等其他的处理逻辑，最后将消息序列化并写入存储。序列化后的消息会被写入到一个内

存缓存中，就是图中的 JournalCache，等待后续的处理。

执行到这里，一条一条的消息已经被转换成一个连续的字节流，每一条消息都在这个字节流

中有一个全局唯一起止位置，也就是这条消息的 Offset。后续的处理就不用关心字节流中



的内容了，只要确保这个字节流能快速正确的被保存和复制就可以了。

这里面还有一个工作需要完成，就是给生产者回响应，但在这一步，消息既没有落盘，也没

有完成复制，还不能给客户端返回响应，所以我们把待返回的响应按照顺序放到一个内存的

链表 Pending Callbacks 中，并记录每个请求中的消息对应的 Offset。

然后，我们有 2 个线程，FlushThread 和 ReplicationThread，这两个线程是并行执行

的，分别负责批量异步进行刷盘和复制，刷盘和复制又分别是 2 个比较复杂的流程，我们

暂时不展开讲。刷盘线程不停地将新写入 Journal Cache 的字节流写到磁盘上，完成一批

数据的刷盘，它就会更新一个刷盘位置的内存变量，确保这个刷盘位置之前数据都已经安全

的写入磁盘中。复制线程的逻辑也是类似的，同样维护了一个复制位置的内存变量。

最后，我们设计了一组专门用于发送响应的线程 ReponseThreads，在刷盘位置或者复制

位置更新后，去检查待返回的响应链表 Pending Callbacks，根据 QOS 级别的设置（因为

不同 QOS 基本对发送成功的定义不一样，有的设置需要消息写入磁盘才算成功，有的需要

复制完成才算成功），将刷盘位置或者复制位置之前所有响应，以及已经超时的响应，利用

这组线程 ReponseThreads 异步并行的发送给各个客户端。

这样就完成了消息生产这个流程。整个流程中，除了 JournalCache 的加载和卸载需要对文

件加锁以外，没有用到其他的锁。每个小流程都不会等待其他流程的共享资源，也就不用互

相等待资源（没有数据需要处理时等待上游流程提供数据的情况除外），并且只要有数据就

能第一时间处理。

这个流程中，最核心的部分在于 WriteThread 执行处理的这个步骤，对每条消息进行处理

的这些业务逻辑，都只能在 WriteThread 中单线程执行，虽然这里面干了很多的事儿，但

是我们确保这些逻辑中，没有缓慢的磁盘和网络 IO，也没有使用任何的锁来等待资源，全

部都是内存操作，这样即使单线程可以非常快速地执行所有的业务逻辑。

这个里面有很重要的几点优化：

一是我们使用异步设计，把刷盘和复制这两部分比较慢的操作从这个流程中分离出去异步

执行；

第二是，我们使用了一个写缓存 Journal Cache 将一个写磁盘的操作，转换成了一个写

内存的操作，来提升数据写入的性能，关于如何使用缓存，后面我会专门用一节课来讲；

第三是，这个处理的全流程是近乎无锁的设计，避免了线程因为等待锁导致的阻塞；



你看，一个看起来很简单的接收请求写入数据并回响应的流程，需要涉及的技术包括：异步

的设计、缓存设计、锁的正确使用、线程协调、序列化和内存管理，等等。你需要对这些技

术都有深入的理解，并合理地使用，才能在确保逻辑正确、数据准确的前提下，做到极致的

性能。这也是为什么我们在课程的进阶篇中，用这么多节课来逐一讲解这些“看起来和消息

队列没什么关系”的知识点和技术。

我也希望同学们在学习这些知识点的时候，不仅仅只是记住了，能说出来，用于回答面试问

题，还要能真正理解这些知识点和技术背后深刻的思想，并使用在日常的设计和开发过程

中。

比如说，在面试的时候，很多同学都可以很轻松地讲 JVM 内存结构，也知道怎么用 jstat、

jmap、jstack 这些工具来查看虚拟机的状态。但是，当我给出一个有内存溢出的问题程序

和源代码，让他来分析原因并改正的时候，却很少有人能给出正确的答案。在我看来，对于

JVM 这些基础知识，这样的同学他以为自己已经掌握了，但是，无法领会技术背后的思

想，做不到学以致用，那还只是别人知识，不是你的。

再比如，我下面要说的这个俩大爷的作业，你是真的花时间把代码写出来了，还只是在脑子

想了想怎么做，就算完成了呢？

俩大爷的思考题

我们在进阶篇的开始，花了 4 节课的内容，来讲解如何实现高性能的异步网络通信，在

《13 | 传输协议：应用程序之间对话的语言》中，我给大家留了一个思考题：写一个程

序，让俩大爷在胡同口遇见 10 万次并记录下耗时。

有几个同学在留言区分享了自己的代码，每一个同学分享的代码我都仔细读过，有的作业实

现了异步的网络通信，有的作业序列化和协议设计实现得很好，但很遗憾的是，没有一份作

业能在序列化、协议设计和异步网络传输这几方面都做到我期望的水平。

在这个作业中，应用到了我们进阶篇中前四节课讲到的几个知识点：

第四是，我们把回复响应这个需要等待资源的操作，也异步放到其他的线程中去执行。

使用异步设计的方法；

异步网络 IO；

http://time.geekbang.org/column/article/119988


这里面特别是双工通信的方法，大家都没能正确的实现。所以，这些作业的实际执行性能也

没能达到一个应有的水平。

这里，我也给出一个作业的参考实现，我们用 Go 语言来实现这个作业：

专用序列化、反序列化方法；

设计良好的传输协议；

双工通信。
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package main
 
import (
 "encoding/binary"
 "fmt"
 "io"
 "net"
 "sync"
 "time"
)
 
var count = uint32(0)      // 俩大爷已经遇见了多少次

var total = uint32(100000) // 总共需要遇见多少次

 
var z0 = " 吃了没，您吶?"
var z3 = " 嗨！吃饱了溜溜弯儿。"
var z5 = " 回头去给老太太请安！"
var l1 = " 刚吃。"
var l2 = " 您这，嘛去？"
var l4 = " 有空家里坐坐啊。"
 
var liWriteLock sync.Mutex    // 李大爷的写锁

var zhangWriteLock sync.Mutex // 张大爷的写锁

 
type RequestResponse struct {
 Serial  uint32 // 序号

 Payload string // 内容

}
 
// 序列化 RequestResponse，并发送

// 序列化后的结构如下：

//  长度 4 字节

//  Serial 4 字节

//  PayLoad 变长

func writeTo(r *RequestResponse, conn *net.TCPConn, lock *sync.Mutex) {
 lock.Lock()
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 defer lock.Unlock()
 payloadBytes := []byte(r.Payload)
 serialBytes := make([]byte, 4)
 binary.BigEndian.PutUint32(serialBytes, r.Serial)
 length := uint32(len(payloadBytes) + len(serialBytes))
 lengthByte := make([]byte, 4)
 binary.BigEndian.PutUint32(lengthByte, length)
 
 conn.Write(lengthByte)
 conn.Write(serialBytes)
 conn.Write(payloadBytes)
 // fmt.Println(" 发送: " + r.Payload)
}
 
// 接收数据，反序列化成 RequestResponse
func readFrom(conn *net.TCPConn) (*RequestResponse, error) {
 ret := &RequestResponse{}
 buf := make([]byte, 4)
 if _, err := io.ReadFull(conn, buf); err != nil {
  return nil, fmt.Errorf(" 读长度故障：%s", err.Error())
 }
 length := binary.BigEndian.Uint32(buf)
 if _, err := io.ReadFull(conn, buf); err != nil {
  return nil, fmt.Errorf(" 读 Serial 故障：%s", err.Error())
 }
 ret.Serial = binary.BigEndian.Uint32(buf)
 payloadBytes := make([]byte, length-4)
 if _, err := io.ReadFull(conn, payloadBytes); err != nil {
  return nil, fmt.Errorf(" 读 Payload 故障：%s", err.Error())
 }
 ret.Payload = string(payloadBytes)
 return ret, nil
}
 
// 张大爷的耳朵

func zhangDaYeListen(conn *net.TCPConn) {
 for count < total {
  r, err := readFrom(conn)
  if err != nil {
   fmt.Println(err.Error())
   break
  }
  // fmt.Println(" 张大爷收到：" + r.Payload)
  if r.Payload == l2 { // 如果收到：您这，嘛去？

   go writeTo(&RequestResponse{r.Serial, z3}, conn, &zhangWriteLoc
  } else if r.Payload == l4 { // 如果收到：有空家里坐坐啊。

   go writeTo(&RequestResponse{r.Serial, z5}, conn, &zhangWriteLoc
  } else if r.Payload == l1 { // 如果收到：刚吃。

   // 不用回复

  } else {
   fmt.Println(" 张大爷听不懂：" + r.Payload)
   break
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  }
 }
}
 
// 张大爷的嘴

func zhangDaYeSay(conn *net.TCPConn) {
 nextSerial := uint32(0)
 for i := uint32(0); i < total; i++ {
  writeTo(&RequestResponse{nextSerial, z0}, conn, &zhangWriteLock)
  nextSerial++
 }
}
 
// 李大爷的耳朵，实现是和张大爷类似的

func liDaYeListen(conn *net.TCPConn, wg *sync.WaitGroup) {
 defer wg.Done()
 for count < total {
  r, err := readFrom(conn)
  if err != nil {
   fmt.Println(err.Error())
   break
  }
  // fmt.Println(" 李大爷收到：" + r.Payload)
  if r.Payload == z0 { // 如果收到：吃了没，您吶?
   writeTo(&RequestResponse{r.Serial, l1}, conn, &liWriteLock) // 
  } else if r.Payload == z3 {
   // do nothing
  } else if r.Payload == z5 {
   //fmt.Println(" 俩人说完走了 ")
   count++
  } else {
   fmt.Println(" 李大爷听不懂：" + r.Payload)
   break
  }
 }
}
 
// 李大爷的嘴

func liDaYeSay(conn *net.TCPConn) {
 nextSerial := uint32(0)
 for i := uint32(0); i < total; i++ {
  writeTo(&RequestResponse{nextSerial, l2}, conn, &liWriteLock)
  nextSerial++
  writeTo(&RequestResponse{nextSerial, l4}, conn, &liWriteLock)
  nextSerial++
 }
}
 
func startServer() {
 tcpAddr, _ := net.ResolveTCPAddr("tcp", "127.0.0.1:9999")
 tcpListener, _ := net.ListenTCP("tcp", tcpAddr)
 defer tcpListener.Close()



在我的 Mac 执行 10 万次大约需要不到 5 秒钟：
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 fmt.Println(" 张大爷在胡同口等着 ...")
 for {
  conn, err := tcpListener.AcceptTCP()
  if err != nil {
   fmt.Println(err)
   break
  }
  fmt.Println(" 碰见一个李大爷:" + conn.RemoteAddr().String())
  go zhangDaYeListen(conn)
  go zhangDaYeSay(conn)
 }
 
}
 
func startClient() {
 var tcpAddr *net.TCPAddr
 tcpAddr, _ = net.ResolveTCPAddr("tcp", "127.0.0.1:9999")
 conn, _ := net.DialTCP("tcp", nil, tcpAddr)
 
 defer conn.Close()
 var wg sync.WaitGroup
 wg.Add(1)
 go liDaYeListen(conn, &wg)
 go liDaYeSay(conn)
 wg.Wait()
}
 
func main() {
 go startServer()
 time.Sleep(time.Second)
 t1 := time.Now()
 startClient()
 elapsed := time.Since(t1)
 fmt.Println(" 耗时: ", elapsed)
}

1

2

3

4

go run hutong.go
张大爷在胡同口等着 ...
碰见一个李大爷:127.0.0.1:50136
耗时:  4.962786896s
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在这段程序里面，我没有对程序做任何特殊的性能优化，只是使用了我们之前四节课中讲到

的，上面列出来的那些知识点，完成了一个基本的实现。

在这段程序中，我们首先定义了 RequestResponse 这个结构体，代表请求或响应，它包

括序号和内容两个字段。readFrom 方法的功能是，接收数据，反序列化成

RequestResponse。

协议的设计是这样的：首先用 4 个字节来标明这个请求的长度，然后用 4 个字节来保存序

号，最后变长的部分就是大爷说的话。这里面用到了使用前置长度的方式来进行断句，这种

断句的方式我在之前的课程中专门讲到过。

这里面我们使用了专有的序列化方法，原因我在之前的课程中重点讲过，专有的序列化方法

具备最好的性能，序列化出来的字节数也更少，而我们这个作业比拼的就是性能，所以在这

个作业中采用这种序列化方式是最合适的选择。

zhangDaYeListen 和 liDaYeListen 这两个方法，它们的实现是差不多的，就是接收对方发

出的请求，然后给出正确的响应。zhangDaYeSay 和 liDaYeSay 这两个方法的实现也是差

不多的，当俩大爷遇见后，就开始不停地说各自的请求，并不等待对方的响应，连续说 10

万次。

这 4 个方法，分别在 4 个不同的协程中并行运行，两收两发，实现了全双工的通信。在这

个地方，不少同学还是摆脱不了“一问一答，再问再答”这种人类交流的自然方式对思维的

影响，写出来的依然是单工通信的程序，单工通信的性能是远远不如双工通信的，所以，要

想做到比较好的网络传输性能，双工通信的方式才是最佳的选择。

为了避免并发向同一个 socket 中写入造成数据混乱，我们给俩大爷分别定义了一个写锁，

确保每个大爷同一时刻只能有一个协程在发送数据。后面的课程中，我们会专门来讲，如何

正确地使用锁。

最后，我们给张大爷定义为服务端，李大爷定义为客户端，连接建立后，分别开启两个大爷

的耳朵和嘴，来完成这 10 万次遇见。

思考题

在我给出这个俩大爷作业的实现中，我们可以计算一下，10 万次遇见耗时约 5 秒，平均每

秒可以遇见约 2 万次，考虑到数据量的大小，这里面仍然有非常大的优化空间。



请你在充分理解这段代码之后，想一想，还有哪些地方是可以优化的，然后一定要动手把代

码改出来，并运行，验证一下你的改进是否真的达到了效果。欢迎你在留言区提出你的改进

意见。

感谢阅读，如果你觉得这篇文章对你有一些启发，也欢迎把它分享给你的朋友。

© 版权归极客邦科技所有，未经许可不得传播售卖。 页面已增加防盗追踪，如有侵权极客邦将依法追究其法律责任。
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linqw
2019-08-25

老师有个疑问，帮忙解答下哦，在上面的那个流程图中，WriteThread是单线程从请求队
列中获取到消息然后把消息放到journal Cache，开启ReplicationThread、FlushThread
进行处理，能否把WriteThread做成分配器了，mq只要保证topic下的队列有序就可以，
同一个队列的消息由WriteThread分配给同一个线程进行处理，线程池的形式，线程池中
的每个工作线程内部都有个集合保存消息，如果前面没有同一个队列的消息，分配给最…
展开

精选留言 (19)  写留言



 
3

吾皇万岁万岁万万岁
2019-08-24

请问老师，JMQ在follower节点响应后，就给生产者发送确认消息，此时如果leader节点
故障，数据还在JournalCache里面，拿是不是可以认为这部分数据丢失？

展开

作者回复: 不会丢，因为数据已经复制到了从节点上，leader宕机后，会重新选举出新的leader

（也就是之前的某个follower），这个新leader上是有原leader上的全部数据的。

  2

青舟
2019-08-24

https://github.com/qingzhou413/geektime-mq-rpc.git 
 
使用netty作为网络库，server和client的io线程数都是1，笔记本4核标压2.3G时间2.3秒。

展开

作者回复: 👍👍👍

  2

linqw
2019-08-25

我用java实现了一版，老师帮忙看下哦，评论只能发2000字，其余在评论区补上 
import org.slf4j.Logger; 
import org.slf4j.LoggerFactory; 
 
import javax.annotation.Nonnull; …
展开

 8  1

豆沙包
2019-08-24

老师，我在运行你的老大爷代码的时候发现了一个问题，经常报读长度故障。我调试了一
下，应该是因为张大爷阻塞在readfrom的时候，李大爷count++了。然后count大于tota
l，client释放了tcp。这导致readfrom无法读出准确数据。我在返回读数据故障前判断了一



下count和total的关系，如果count大于等于total正常返回，就没有再报过异常了。您看
我分析的是否有问题呢

展开

作者回复: 这个地方是因为，完成了所有会话之后，关闭socket连接的时候，没有先等待2个大爷

读写socket的4个线程都结束导致的。 

 

虽然不影响结果，但还是可以改进一下，做到优雅的退出。

  1

许童童
2019-08-24

老师说得很好，想成为一个真成的高手，理解并实践这些基本原理，是必不可少的，不要
只停留在知识的表面，要领会技术背后的思想，才能活学活用，实践肯定是少不了的，加
油。

  1

刘天鹏
2019-08-26

老师的writeTo函数没必要加锁吧，用一个局部缓冲把lengthByte serialBytes payloadByt
es拼装好再一起发送应该就可以了 
我把我的大爷改成双工的，多线程的，可以打包发送的，现在大爷还只有一张嘴一个耳朵
（一个socket连接） 
可能是没有逻辑处理的负担，多线程没啥改变 …
展开

 

包明
2019-08-26

Requests Queue 内存级的 怎么做到不丢请求？

展开

 

ykkk88
2019-08-25

老师 重新看了下上面这个例子我的理解是异步方式发送消息吧，发送完不会等到消息回来
再发第二个？

 



ykkk88
2019-08-25

如果要保证前一句话要对方确认回复后再发送下一句话 就不能用这种方式了吧？这样吞吐
量就会很低了

 

TWT_Marq
2019-08-25

JMQ中，接受请求的iothreads将请求丢给request queue，WriteThread从queue中取出
来开始干活。这个queue是concurrentBlockingQueue吗？

展开

 

coffee
2019-08-25

老师，已将单工通讯改成了双工通讯，时间上确定有提高。10万次大概在3364-4873毫秒
这个区间。 
https://github.com/swgithub1006/mqlearning 
协议上的确还有优化的空间，比如借鉴下protobuf的设计思想。

展开

作者回复: 👍👍👍

 

张三
2019-08-24

太精彩了，JMQ的设计，我觉得完全就是将现实中的流水线作业再加上操作系统的特性

 

solar
2019-08-24

一些分配内存地方也可以优化，可以预先分配一块复用，减少向内核申请分配内存次数.

作者回复: 这些想法，最好是落到代码上，通过真实的优化效果，来印证自己的想法。

 1 

solar



2019-08-24

还可以优化io buffer读写，如映射conn的buffer，减少内核态与用户态的内存拷贝.

 

约书亚
2019-08-24

想简单请教一下JMQ 
1. writeThread与ReplicationThread/FlushThread之间的同步也要基于无锁队列是吧？ 
2. JournalCache就是简单的用户态内存，还是基于mmap？（从描述上看感觉就是用户态
内存）。 
3. 老师能不能透露一下，在研发JMQ的过程中，解决了哪个瓶颈之后，吞吐量一下子提…
展开

作者回复: 1. 这里是不需要同步的，因为这个流它具备WAL的所有特性：尾部追加、写入后不变，

这种WAL读写线程之间是不需要任何协调的。 

 

2. 这个是我们单独使用堆外内存设计的一个写缓存，目的就是避免频繁的GC。 

 

3. 优化的过程是一个循序渐进的过程，并没有哪一步是一下子提升了很多。

 

看不到de颜色
2019-08-24

沙发~~看了本章内容深感惭愧。平日里更多的也只是对原理的了解，确实缺乏动手实践。
这就去码张大爷和李大爷的爱恨情长。

展开

 

路人甲Java
2019-08-24

老师的课讲的很好，基本上讲的都是一些消息相关的设计理念，站的角度也比较高，非常
实用。请问下老师文中的图用的什么工具画的

展开

作者回复: 使用Keynote绘制的。

 



leslie
2019-08-24

    今天老师重新梳理之后知道大致需要哪些知识了，借着之前老师的教诲做个总结： 
    基础知识 
    1.网络方面：消息队列所用的知识确实只是使用在应用层关于全双工这块知识，其它层
次暂不涉及 
    2.程序：我们只需要掌握常规的编程手法就行；至于我们去用何种语言实现不重要的…
展开

 


