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struct event_loop {
int quit;

const struct event_dispatcher *eventDispatcher;

/¥ XGENifF) event_dispatcher M. */
void *event_dispatcher_data;

struct channel_map *channelMap;

int is_handle_pending;
struct channel_element *pending head;

struct channel_element *pending_tail;

pthread_t owner_thread_id;
pthread_mutex_t mutex;



pthread_cond_t cond;
int socketPair[2];
char *thread_name;

}s

TEKIE—T event loop REERGIE event loop run 7%, BIERELT,
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/**
*
* 1. ZHIIE
* 2. M dispatcher REHATHM K, 4Kk 5ERIVEF/; A R %L
*/
int event_loop_run(struct event_loop *eventLoop) {
assert(eventLoop != NULL);
struct event_dispatcher *dispatcher = eventLoop->eventDispatcher;
if (eventLoop->owner_thread_id != pthread_self()) {
exit(1);
}
yolanda_msgx("event loop run, %s", eventLoop->thread_name);
struct timeval timeval;
timeval.tv_sec = 1;
while (!eventLoop->quit) {
//block here to wait I/O event, and get active channels
dispatcher->dispatch(eventLoop, &timeval);
//handle the pending channel
event_loop_handle_pending_channel(eventLoop);
}
yolanda_msgx("event loop end, %s", eventLoop->thread_name);
return 0;
}
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/** R M) event_dispatcher Z5M1k, XIRNFSCHIA select,poll,epoll % I/0 HH. */
struct event_dispatcher {

/% PRSI */

const char *name;

/** WA ER L */

void *(*init)(struct event_loop * eventLoop);

/*¥* @450 dispatcher FHiti—/ channel Ff} */
int (*add)(struct event_loop * eventLoop, struct channel * channel);

/** J@H dispatcher MIFR—" channel A} */
int (*del)(struct event_loop * eventLoop, struct channel * channel);

/** J8A dispatcher T channel XfRiffjgiff */

int (*update)(struct event_loop * eventLoop, struct channel * channel);

/*¥* SEEEAR K, SRIGTRH event_loop M) event activate VAT callback*/
int (*dispatch)(struct event_loop * eventLoop, struct timeval *);

/** IEEREHE */
void (*clear)(struct event_loop * eventLoop);

15

channel W&

channel 3J52F33K#F0 event dispather TR BERNRFEREIR, SIS TEGD
K. — channel W —MEIA=T, A= EATLAE READ aJiEEs4, tBeJlAE WRITE
AI5E4, channel JWSEBE T HHIEREL event_read_callback #1

event write callback,

LT
typedef int (*event_read_callback)(void *data);
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typedef int (*event_write callback)(void *data);

struct channel {
int fd;
int events; // F/N event KA

event_read_callback eventReadCallback;
event_write callback eventWriteCallback;
void *data; //callback data, HIHE/& event_loop, HH[fE/E tcp_server E3# tcp_connecti

15

channel_map W&ot

event_dispatcher fHRSEMNFMHY IR G, FEBEXIHBEAFHEIXINAY channel,
MTIEIE channel EHIEEH4AMEEEL event read callback 1 event write callback, 7
Itt, %1ty channel_map 3%,

& =AY
/**
* channel WS, key NXIMf socket Fiik7
*/
struct channel_map {
void **entries;
/* The number of entries available in entries */
int nentries;
}s
4 3
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struct chanenl * channel = map->entries[3];
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int channel _event_activate(struct event_loop *eventLoop, int fd, int revents) {
struct channel_map *map = eventlLoop->channelMap;

yolanda_msgx("activate channel fd == %d, revents=%d, %s", fd, revents, eventLoop->t

if (fd < @)

return 0;
if (fd >= map->nentries)return (-1);

struct channel *channel = map->entries[fd];
assert(fd == channel->fd);

if (revents & (EVENT_READ)) {
if (channel->eventReadCallback) channel->eventReadCallback(channel->data);

}
if (revents & (EVENT_WRITE)) {

if (channel->eventWriteCallback) channel->eventWriteCallback(channel->data);

return 0;

&0, MR, {222 channel event

BBAGMAIENOFTAY channel event 48?7 iXJ L/ MNRECERAFRISIN. MBRFIEEL channel
event SE{48Y,

B AL

int event_loop_add_channel_event(struct event_loop *eventLoop, int fd, struct channel *
int event_loop_remove_channel_event(struct event_loop *eventLoop, int fd, struct channe

int event_loop_update_channel_event(struct event_loop *eventLoop, int fd, struct channe
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int event_loop_handle_pending_add(struct event_loop *eventLoop, int fd, struct channel
int event_loop_handle_pending_remove(struct event_loop *eventLoop, int fd, struct chann

int event_loop_handle_pending_update(struct event_loop *eventLoop, int fd, struct chann
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// in the i/o thread
int event_loop_handle _pending add(struct event_loop *eventLoop, int fd, struct channel

yolanda_msgx("add channel fd == %d, %s", fd, eventLoop->thread_name);
struct channel _map *map = eventlLoop->channelMap;

if (fd < 9)
return 0;

if (fd >= map->nentries) {
if (map_make_space(map, fd, sizeof(struct channel *)) == -1)
return (-1);

/] B—IxEIE, 8

if ((map)->entries[fd] == NULL) {
map->entries[fd] = calloc(1l, sizeof(struct channel *));
map->entries[fd] = channel;
//add channel
struct event_dispatcher *eventDispatcher = eventlLoop->eventDispatcher;
eventDispatcher->add(eventLoop, channel);
return 1;

return 0;
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