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tcp_connection_send buffer FiERIEHIE.
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1 // BUEER buffer Z/GAY callback

2 1dnt onMessage(struct buffer xinput, struct tcp_connection *tcpConnection) {

3 printf("get message from tcp connection %s\n", tcpConnection->name);
4 printf("%s'", dinput->data);

5

6 struct buffer *output = buffer_new();

7 int size = buffer_readable_size(input);

8 for (int 1 = 0; i < size; i++) {

9 buffer_append_char (output, rotl3_char(buffer_read_char(input)));
10 1

11 tcp_connection_send_buffer (tcpConnection, output);

12 return 0;

13 }

M tcp_connection send_buffer 75iANI&IER tcp_connection send data E&iX%]
&

S

1 1dnt tcp_connection_send_buffer(struct tcp_connection *tcpConnection, struct bu

2 int size = buffer_readable_size(buffer);

3 int result = tcp_connection_send_data(tcpConnection, buffer->data + buffer
4 buffer->readIndex += size;

5 return result;

6 }

£ tcp_connection_send data &1, IR AIMYET channel i&HEiE WRITE =4, FE
A1 tcp_connection MNMATRIXE PIERFERE, MEZFA write REUSEIRAIE
.
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1 /] NRABEERAO
2 1dnt tcp_connection_send_data(struct tcp_connection *tcpConnection, void xdata,
3 size_t nwrited = 0;
4 size_t nleft = size;
5 int fault = 0;
6
7
8

struct channel *channel = tcpConnection->channel;
struct buffer xoutput_buffer = tcpConnection->output_buffer;



10 /] FAFERFENRIEEE

11 if (!channel_write_event_is_enabled(channel) && buffer_readable_size(outpu
12 nwrited = write(channel->fd, data, size);

13 if (nwrited >= 0) {

14 nleft = nleft - nwrited;

15 } else {

16 nwrited = 0;

17 if (errno != EWOULDBLOCK) {

18 if (errno == EPIPE || errno == ECONNRESET) {
19 fault = 1;

20 }

21 }

22 }

23 }

24

25 if (!fault && nleft > 0) {

26 // ¥WMB Buffer th, Buffer HURUEMIELRIEE

27 buffer_append(output_buffer, data + nwrited, nleft);
28 if (!channel_write_event_is_enabled(channel)) {

29 channel_write_event_enable(channel);

30 }

31 }

32

33 return nwrited;

34 }
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1 1dnt buffer_append(struct buffer *xbuffer, void *data, int size) {
2 if (data != NULL) {

3 make_room(buffer, size);

4 /] ENEREETE=EH

5 memcpy (buffer->data + buffer->writeIndex, data, size);

6 buffer->writeIndex += size;

7 +

8 1}
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/] FEFEEFESRNAEEE
if (!channel_write_event_is_enabled(channel) && buffer_readable_size(output_bu

1
2
3 nwrited = write(channel->fd, data, size)
4
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1 /] RERSXAILFINE
2 // 8 channel XMAY output_buffer FRWrFINEIE
3 dnt handle_write(void *data) {
4 struct tcp_connection xtcpConnection = (struct tcp_connection *) data;
5 struct event_loop *eventLoop = tcpConnection->eventlLoop;
6 assertInSameThread(eventlLoop);
7
8 struct buffer *output_buffer = tcpConnection->output_buffer;
9 struct channel *channel = tcpConnection->channel;
10
11 ssize_t nwrited = write(channel->fd, output_buffer->data + output_buffer->
12 if (nwrited > 0) {
13 // BIE nwrited
14 output_buffer->readIndex += nwrited;

15 /] SREIETEREHE, HAFTERET



16 if (buffer_readable_size(output_buffer) == 0) {

17 channel_write_event_disable(channel);

18 }

19 // [ElA writeCompletedCallBack

20 if (tcpConnection->writeCompletedCallBack != NULL) {

21 tcpConnection->writeCompletedCallBack(tcpConnection);
22 }

23 } else {

24 yolanda_msgx("handle_write for tcp connection %s", tcpConnection->name
25 }

26

27 }
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1 struct tcp_connection {
2 struct event_loop *eventlLoop;
3 struct channel *channel;
4 char *name;
5 struct buffer *input_buffer; /] BEERX
6 struct buffer *output_buffer; // KiEZEHX
-
8

connection_completed_call_back connectionCompletedCallBack;



9 message_call_back messageCallBack;

10 write_completed_call_back writeCompletedCallBack;

11 connection_closed_call_back connectionClosedCallBack;
12

13 void * data; //for callback use: http_server

14 void * request; // for callback use

15 void * response; // for callback use

16 1},
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£ on_happy, XPMABEMAEHETHA.
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1 abstract class People{
2 void on_sad();
3
4 void on_happy();
5}
X#E, BATTLLUXEIR tcp_connection BIBHIXHE :
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abstract class TCP_connection{
void on_connection_completed();

void on_message();
void on_write_completed();

void on_connectin_closed();

1
2
3
4
5
6
7
8
9 }



BEARRIET, EGE—REENAEFAROED, BOCIBNFEFRTN, &
SR RHE A BRI LARE I, ENBNEBATNE ERSBRREIFAE
e

Eban, Z|EESESIATN, —#HY connection GUEEHSE,
connectionCompletedCallBack FREE#HIEIE :

SH1
struct tcp_connection *
tcp_connection_new(int connected_fd, struct event_loop *eventLoop,
connection_completed_call_back connectionCompletedCallBack,
connection_closed_call_back connectionClosedCallBack,
message_call_back messageCallBack,
write_completed_call_back writeCompletedCallBack) {

// add event read for the new connection
struct channel *channell = channel_new(connected_fd, EVENT_READ, handle_re
tcpConnection->channel = channell;
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//connectionCompletedCallBack callback
if (tcpConnection->connectionCompletedCallBack != NULL) {
tcpConnection->connectionCompletedCallBack(tcpConnection);
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18 }
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1 // add event read for the new connection
2 struct channel *channell = channel_new(connected_fd, EVENT_READ, handle_read,
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int handle_read(void *xdata) {

struct tcp_connection xtcpConnection = (struct tcp_connection *) data;
struct buffer xinput_buffer = tcpConnection->input_buffer;
struct channel *channel = tcpConnection->channel;

if (buffer_socket_read(input_buffer, channel->fd) > 0) {
// NFFERFREIEZH Buffer ERRYEUE
if (tcpConnection->messageCallBack != NULL) {
tcpConnection->messageCallBack(input_buffer, tcpConnection);
}
} else {
handle_connection_closed(tcpConnection);

handle_write ERE{UITAERHE tcp_connection XFERERY output_buffer JEFEARIEFE
EFRERTX,
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2 // 8 channel XMAY output_buffer FRUFFINEIZE

3
4
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int handle_write(void *data) {

struct tcp_connection *tcpConnection = (struct tcp_connection %) data;
struct event_loop *eventLoop = tcpConnection->eventLoop;

assertInSameThread(eventLoop);

struct buffer *output_buffer = tcpConnection->output_buffer;
struct channel *channel = tcpConnection->channel;

ssize_t nwrited = write(channel->fd, output_buffer->data + output_buffer->
if (nwrited > 0) {

// BIiE nwrited T

output_buffer->readIndex += nwrited;

/] NMREIEREREHE, MABTERELT

if (buffer_readable_size(output_buffer) == 0) {

channel_write_event_disable(channel);

}

// [EIA writeCompletedCallBack

if (tcpConnection->writeCompletedCallBack != NULL) {



21 tcpConnection->writeCompletedCallBack(tcpConnection);
22 }

23 } else {

24 yolanda_msgx("handle_write for tcp connection %s'", tcpConnection->name
25 }

26

27 }
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1 struct tcp_connection {
2 struct event_loop *eventlLoop;
3 struct channel *channel;
4 char #*name;
5 struct buffer *input_buffer; /] BEWEHX
6 struct buffer xoutput_buffer; // KIEZEHPX
-
8

connection_completed_call_back connectionCompletedCallBack;



9 message_call_back messageCallBack;
10 write_completed_call_back writeCompletedCallBack;
11 connection_closed_call_back connectionClosedCallBack;
12
13 void * data; //for callback use: http_server
14 void * request; // for callback use
15 void * response; // for callback use
16 1},
BRRETRME, 1 tcp_connection IWR—EBET— channel 338, M
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1 /) BEZEEA, R— N FEHE, FEILFEERIRIEIT event_loop
2 struct event_loop *event_loop_thread_start(struct event_loop_thread *eventLoop’
3 pthread_create(&eventLoopThread->thread_tid, NULL, &event_loop_thread_run,
4
5 assert(pthread_mutex_lock(&eventLoopThread->mutex) == 0);
6
7 while (eventLoopThread->eventLoop == NULL) {
8 assert(pthread_cond_wait(&eventLoopThread->cond, &eventLoopThread->mut
9 +
10 assert(pthread_mutex_unlock(&eventLoopThread->mutex) =
11
12 yolanda_msgx("event loop thread started, %s", eventLoopThread->thread_name
13 return eventlLoopThread->eventLoop;
14 }
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