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%} SQL Layer fll Storage Engine Layer fi—Maj 2047 o

SQL Layer AL T2 AR, N HEIEAGZE M M RN

1. WIH AR

544 SR, IR 7E MySQL Server JH BRI, 64 RGN & FERIY)
UEACERAE, BN Fh buffer, cache S5 HMIHIUAALAT A AF 2SR A FRTE, 5P R G R IIWIG
WBE, BT BMPIRIL I E, 555,

2+ f%L» APT

0> APT BEH = B2 O T 4R — S TR A W R 2 R E D) RE AL SE I, F 456 75 Fol
JRZHAR SRS, FRR AR SEIL, AR AR, BE A, AN 1/0, &bk
, DAAC EE B N AR B . A0 APT BRI T A YR AL ZREE H AE mysys Al strings
SCAIE T, A 2R T AT

3. LA R
Ji&J= P28 A8 A HUAil G IR = 28 A L T AR T (4 11 api, SEBILRR R W0 2 cdf (R i
Kk, VLT EAR S AMREHGR AT, LUK — 8 ey e P IR AAE vio SCHF & I

4, Client & Server AZ I PpiMAsbk

{RAA] C/S GERIIERAE REE, #1532 2 H S 10145 B AS B PR MySQL B A ] 41 My SQL
ff) Client & Server AT HPMMBLHGH >, SEHLT %/ i b5 MySQL A2 HLak F& v 1) Bl s
BRI LSS ST AE I 1) 0S R 2832 F1f, 4n TCP/TP LA Unix Socket.

5. It
PP RGBT SEBLR D RE, 32 25 F ™ (106 SIE B BRI P AR B B o Al A%
MySQL FERT Ty —FF, PE R arkii# “Ir .



6+ ViR

VRN Tt ] AR TR A ? O T Z4e% 18, e AU . Xt
i B ) 42 RS RS I A B N RE— s, S AR N LAAS RO o 7 fi 2 A B
SR D BE AT AR P AR o 5 P BB AU L, LB P F SR AT R PR AT, DR A
TP E e R V7 e o P ARSI il P AR Y 5 ek, 2L T My SQL AR 17 AR
GERIALBR 22 4 BRIK D RE -

T, GBS, R

ERE PEBLAA SR T AT MySQL Server M- FIIGE K, HHBOERAEK, R ITEIERAE
SRR PR, S — 4L L MySQL Server %)/ iiii SR E S 0 e (B ) —A
R LIRS . T B AR =B TAE 2 7158 MySQL Server 5 & 7w @ 15,
P22 a2 TE K, AR Server Ui ()45 RUF EAF . SRR BN 4 D45 B AE X L
ERRE . BARLRREMIAIEE, RN cache 55,

8. Query fiAfT FIE K AR

76 MySQL FP AT TSI ORI AT Client Ui Kik4T Server wiff iy 2 #8FR A query, 7 MySQL
Server HLHT, HEAREEM AN b —A Query J5, S HEEG 1% query fEEE L 1T
W 5T Query HEAT 73 FEOR I HE I 45 25 A R AR BRABEER, SXAMEEER RIS query AT R A5
Heo L TAENUER query VEA)BEATIE SCRITETE) 00T, AR5 2 AN]SR R AT 49
K, ARJE M I A

9. Query Cache f&if

Query Cache FEHRAE MySQL Ht—/ MR BB, A1) = ZED) REE K& imde e 4
MySQL (1) Select 2 query iR IFIR I 45 H4E cache I, 5% query [)—4 hash {H
— AN 1% Query FTHUEUE B3R R AT Bl AR 4k 2 J5 » MySQL 2 A 3% query 11
Cache K. RS LBIHEHR SN RS, Query Cache X HEREHE mE ARH W51
MERERT N AT I FE A AR K

10, Query fLibastisi

Query fifbds, WA, IR imiis K query, ARHEZ 7 diiis K query 5
A, AEAR ARG R, AR RIVEERIERE LT 0T, A5 AR S,
VRJE T FEF WX query THAJIZTR

11, A A HRIR
AR S PR B A TSR k28 DML 1 DDL (1 query, l: update, delte, insert,
create table, alter table ZEiEA][ANHE,

12, KYeyith
FRHPRERA, R, DU 20 B 25 A A 3 P bbbl 75 B A5 ) i .

13+ RGOS PR

RGUIRAS T R A TR R i SR RGOS, Bk &ER R RIS, %
DBA 5 FHI 25 Ff show status 4, show variables fiy2%5%, Frfs 24 BAR L XA R
RIFI



14, REHR

XA A T B RAR LS Sy F1E T (1 2678 B RN R A B HUAR I, (H2 HL ) R 5 AR T
R I 5 AN . K ANE, B> MySQL (R # G —ANE1E OCHE, itje*. frm
SCPF. RN TAE T R 4 ix e soff, LU/ cache, 1% cache 1N 750
BRI G B ANEIEYEY table 25 B B,

15, H&id et
AL TR T E A A R YRR 0 H S 0%, A4S error log, binary

log, slow query log %%,

16, SR

SR A 3 O Master AHUHN Slave B P L4, Master AH 3 %41 57 7
Replication M H 52 Master i1 binary H &, PL Y Slave i 1/0 2R FEAC H.A5 TAF .
Slave ikt Master BT MGG 2 —L8, E RS LA HANLRE L. —
AL T Master i KFIHEZ binary Hi&, JFEAAH relay log H1# 1/0 ZfE. Jiob—
ANEFTIM relay log U OE H AR SHAE, SR 5 b B n] LATE Slave i IERfHAT H-43 21
Mas ter i 56 4 AH [F) (1 25 SR (1) iy 2 FFAC 4T Slave AT SQL £RF2.

17, A7 5 3R T AR

At 5 | BB IR B AT LU 2 MySQL Bl b e e () — w0 7o H AT s 12 7
AR B R MySQL AT LS IR J2 B0 47t 5 13 A o0 B SRR S s U —
AMMEE, AH IR & R % R A P BE R AL, A Bt T4 R MySQL Al ik A7
I SINERSEOR

2.2.2 ZFHRRTAER G

FE T AT MySQL R MR Z 5, JoAT 11576 5 My SQL A4S ER IR) A2 4 o] A L W [R] TARRY
ok, BATEILE ) MySQL, &) iR, 5K query, FFRIRMISGHER, FJRiBH, XA
BRI T 0T

MIATHAT I 3 MySQL 722 Ji > MySQL A B HUg N R Rl & S I R S S
BRI AT, RS ECRYIG AN RS, WHTE I buffer, WIAHTL4s )RR &
DA R B FPabk 5 o RIS AN 5 VA A B, T & B IRWIR A T . 9D REWILR
WG, FIERE BRI T . IR BRI S I B A 3% i i SR IR T AR, 6
5 tep/ip M4 AT, A4 unix [ socket. IXIHE, MySQL Server stIEAJIzhsemk,
U2 P i K T

P AR WS T B 75 P i (R R SR (A B A8 BB PRI A DG DI BE D), WUy It
Client & Server AT H WML & LIPS “TENE" JULAJZ )G, RS BIBLUm o5 1% 4%
TR RGBS HB, 0K — LR .

LR PRI | S oo P A S AR R T, TR R B BOIX I A 1A



PRI R T, AREEALIER, (REPRAEEE T o SRR RE R RS, ks
R M ANE R LR TP A HE cache (128 IWIERRERE, WERAT, AUHCH — AR i ok
B L, WS S W IRE LR, WIS — AN AR 5% i Rk . R, &
BRI FA AR ERR R S Bt S U — N R 7 7 i, 152 160G
I PR SR B T ERUG R i R T RS R, AR R s SR
M THE R DERRL R Fo

75 MySQL H, & P il Koo TR —Fl2 query, TZL Parser A&
Query fiFAfT RV RAE AT A e AT I K —FP & command, ANFFZEAH Parser jhn]
LB EPATIERK . WERIRATWILG LB E 4T IF T Full Query Logging TN, W4
Query T 5 e R AREL 28 H H A0 SR RN H &, AN R —A Query ZRAHE R
st —A> command ZRAEIIE R, AP HE, Frol il FHERES IS, — AR DT IF Full
Query Logging HILIRE.

M SR ADER R IS (LB 0" 5 Bk Jm, ERAR AT in a2
P SR AGEL R i (B0 query), EZAMKIER . ERURIN query BRI
45 Query TR AL, Query ARATARSEXS Query BEATIEAHI T SCRITETEMENT, ARSI
TSR, AL HEALEE, Lo/ R HAMBI R AL B

WEHE—A Query RAMIER, SR IRHIBCE S Query fENTHS . Query fEATHS I 580 4T
AL select UM query, WIHE, WA EMZAERL, 1A% query 1E
query cache HUEM CAAFE. WHRAT, WEHBK cache H AR M4 R FERI, 4R
S I 5 R i (R I R B R AR 4 s P o RN — DT LA cache [1) query
FM, 8% cache A% query IEHE, B4 query K44k 2L4% 0] query fi#HTHS, ik query
FENT RS HEAT AN ACFE, FE query 43 K 2843 KA AL BEAR B,

WIS R AT B AR AT 45 & — 2 R4 cache 1 select WHH), MPEEHIAZLT Optimizer,
W2 Query PLibAsAiib, i DML 853 & DDL 156, MSAZ 4R AR AT B, i
— UG T B KL B R IR IS query NI SAT A TR EY Wi A0, K HIAH )
query AT 4552 IR 2 BT AN AL EE, T SRARZS I query NNEEAZ 45 T AR AL+ 25 1
o SZFR b AR o A HB RN 4 6T AR B SR IANTRL, 240l i insert AbEE S | delete
AEPRES . update AbHEZS. create A0S, DA alter AbFE &S IX U8/ ME K 7157 ANA] ) DML
1 DDL ] .

FESAEYNCE] Query WEHT 5 70 AR > K R AT SR, 1 5G B i U el s ke
BER AV H AR L H AR BB, WiRAT, ma RS B DA SR AR Y
M2, JFERBOT BB R HBR B S R ER R AL OAAF/ET table cache 1, QIR
CZAT I B AT AT OG AR B, WIRBATAE cache W, W FG 2E T TR SCAFSRNBE, AR
JEREFT T AR AT 43 3R A8 T PR

MFRAFRE PR ORI ARG, SRR A K neta {58, JIBTRM
FEAH T SRR LARA DGR B o MR A i 5 | B, JRATT SR Al 5 | B DL, i
JEVS I (KA i | S DS B, SEA T AR AR B



NI, TR AR B HOR L, W LR DGR A 5 | B TR R P R I ) — AR 81 < e
B, RZAEAES B SO BARSEEL, TR AR A BB Ul I W 1o At 75 250
FHXS IR 1, JFSRWIRRSM, 45 OB B2 R AR SIS R A Y LEAF KA fik o | SRR T A I F)
B,

4 query BU#H > command ALPRSER (RIIEHE RO 2 )5, FERIBISATIASTE
AR, WERAEB L), WA BESE R (ATHEZ — Result set, W] HEREMIIEHE
RIS AR R M R R S B 2 i I RAL BRI R o R AR R O, S AR PR B R A
SRIELE % 7 v, AR IE R R R BEA T A (RS BE AR, JFRE5EAr IR I AE K, A
R BIIERE, B S8 R S W TR TR

U ARAE LT RE R, AR RAL AR 178 i) Bl A T AR 4K, M HLMySQL 4TJF 1 bin
Log TRE, JUX R PR Ak BRASCERGA £ i H 1 75 A BEASE Rk A R 1 4 B8 1 ) USE B SR ) T =Xl
KBRS HER E R e H S SCpE .

75 BSOS R, % B R OIs SEAR B ) e 5043 #54 e EAOREAS My SQL
%0 APT BBk, LERIAFAE BE, SCfF 1/0, By Ae 77 B b BA 45

TRBREA B REZ S5, BATTAT oK BL_E AR m e B 2-2 (oG &R A -
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2. 3MySQL BT EERNA

My SQL 5 e A SR AL T 4040 126 1R iR 25 s vty B FHAR 7 IR IHR St T KR & P ot TR
PR, Wimysql, mysqladmin, mysqldump 5555, #2 KKPTAEMN . B L AKX LEL T
HIThEERS O b TR T, (R EUE e X e T A PR LI AT REFF AR K %, 5]
HHVE A, WATREHATEA T ARIL SRRt . BT DRI R A SR i — A4

1. mysql

ABMHAEBTAT MySQL 2 P TR, 8 TR Z IR mysal T, FIIRIR 2 10 A
fllBL)m . mysql MIDIRER Oracle [ sqlplus —#F, Sy H P Fefit— A ar A7 4 FORERA R
MySQL Iz g5 a4 . FIEARREHITE L EAAN A T, KEHEHEAT— F “mysql —help” 5t
SAFENQTE RN A D5 S

sky@sky:~$ mysql ——help

mysql Ver 14.14 Distrib 5.1.26-rc, for pc—linux—gnu (i686) using EditLine
wrapper

Copyright (C) 2000-2008 MySQL AB

This software comes with ABSOLUTELY NO WARRANTY. This is free software,

and you are welcome to modify and redistribute it under the GPL license

Usage: mysql [OPTIONS] [database]

-?, —help Display this help and exit.

—-e, ——execute=name Execute command and quit. (Disables —force and history
file)

-E, —vertical Print the output of a query (rows) vertically.

-H, ——html Produce HTML output.

=X, ——xml Produce XML output

——prompt=name Set the mysql prompt to this value.

——tee=name Append everything into outfile. See interactive help (\h)

also. Does not work in batch mode. Disable with
——disable-tee. This option is disabled by default



-U, ——safe-updates Only allow UPDATE and DELETE that uses keys.
—select limit=# Automatic limit for SELECT when using ——safe-updates
——max_join size=# Automatic limit for rows in a join when using

——safe—updates

——show—warnings Show warnings after every statement.

TR Y B R 05y, AW b T ORI — 28240 (B K N %
EAMRABT), W T TSN NNRATREAR KL T HE], (HEEAT LI T AR TRA
R R AR I I — LS R T

HEER “—e, ——execute=name” 4, XANSHGELVrmysql, HEPAT “-e” J5
A4, A EDEN mysql RS % MySQL Server L. MBHHERA S Lk
FEA MySQL K A FH R 3 I A R AR A, A N Z H AR A o A St

WERAEIERIRAEH] T “-E, —vertical” 4, BAZJGHIITA &l 4 R0k LIS
B, BCRFEAE 5% query ZJRLL “\G” &5 —FF, XS5 ] fe A 245
ER

“H, —html” 5 “=X, ——xml” XS HURAG R, R NEWANSHL IR, select
HORII P A G R AL “Himl” L5 “Xml 7 A{FORSIH, AT G2F, A8 Xnl
B Heml SCAREA% T LR SO IR, 2 AR H T

“—prompt=name” ZHON TS 4N KU E— AN EWEENSHOED, HLEEY)6E
e B O mysql SRR 7R N A AEERAS O, AT mysql BB ELZ
mysql MIERRFT HE—MERRIN A" mysql> “, A ARG . JE% s
mysql i “—-prompt=name” ZHLGTAVIRM T A& ARG B IpE, v LGN A& W
NENP NI, R4, CYETEE, CYETEGRE A schema, MySQL Server ff]—28(F
HESE . ANV S K WA, B P A FTAER) schema X =TI A$E7R P 2%,
DRI R 1 KK T 5 BRI My SQL 8RRk 22, SR AR O 1R I ik, 5 25 By DR DR 488 A () i
BT ORAE R H O Y17 P A P 5 17 345 A R B PR B PRAT T R R (1) i 2 I3 O™ 3 i J )
5 0L WERFRATTAESR R W AN T3 LI Jim , 22 /b ] LUK 78 R4 I Y i i A 5%
DU Ik D AU R R (PR

BANPRARFE X “\\u@\\h : \\d \\r:\\m:\\s> 7, ERZH:

“sky@localhost : test 04:25:45>”

“—tee=name” S EXIE4E N AR A IS EGED, RS UF mysal, KA %
N H P SRS SO TR AT — SN YA R I, T R Y, Sl R
AMNEEAE SRR T A TR N B RATE Ko AT “—tee=name” Z4L, #HiFA ML
copy FERERIRAFIRAEEIE T .



“-U, ——safe—updates’, “——select limit=#” Fl “——max join size=#" = PSHHL
BT YEREACHE IS H. 1 “-U, —safe-updates” Z8(Z 5, W& LA AGEME
Z5| [ update fll delete BAERIIG K, “—select limit=t#” HMFHETIZEH “-U, ——safe—
updates” Z4, DyRE2L RHIE WL R SH “—max_join_size=#" Miff#L5 “~U, ——safe-
updates” —&FH], FR#IZ5 join B KILFKEL.

“——show-warnings” ZH/EH REPAT 56/ —4% query ZJE#8S HEIHAT—IK “show
warnings”, BN HEJE—K warning [FJH 4.

THAXAX A 2R T 350 93 AN 2 R A PR ARAT R s i DB LA S LT, SERF | mysqgl
PR EE Z S H0E T, HILASHMSE, WA HRACH MySQL Server ). mysql KT
A SHIEA A LS TE MySQL Server JAZ1Z 40 (my. enf) ¥ [mysql] 4 group 1, &
A IERIE IS4 22 M [client] S group HELHL, IXFEIR 2 S 408 T A FHAERHRPAT
mysql MIBHEART THIN, 1 H mysql F2)7 H 2 A3 my. enf 1 load XS4,

WER B I ACAY R mysal FARZ ORI o mysql A9IAR BT B AT B SR IR T %
AT LAGE MySQL 7 2% T AR, el LB AT “mysql ——help” 1523 85 B2 Jmid
i AAT SRR A HE— D R ZI R . R UIR IS — (L EEANRE R M ¢ 1H S A, IR ARs5E
] DUl mysal R RUEACRE R LI BE 2 AR 1 P 7

2. mysqladmin
Usage: mysqladmin [OPTIONS] command command ..

mysqadmin, Bi44 8 S, $2AE D REHR & 5 MySQL 45 BRAH G % Fh D fig. Wi MySQL Server
R A, KMGErHE B Clush, 68/ MIEREAEZE, JCH MySQL Server %84 . mysqladmin
FTREMI G, BAR R # T LUB R mysql IEH8 5% | MySQL Server Z Jik e, {HAE
K4l It mysqladmin oK 58 BUERAE S E R R 7 (. X PRI H—F B L H LT RM
JUANH g

ping 21 LR SR MySQL Server &5k fEIE & H2 LIk 5%
sky@sky: " # mysqladmin —u sky —ppwd —h localhost ping

mysqld is alive

status @2 LIRICY AT MySQL - Server (LA JEA KPR :

sky@sky: " # mysqladmin —u sky —ppwd —h localhost status

Uptime: 20960 Threads: 1 Questions: 75 Slow queries: 0 Opens: 15 Flush
tables: 1 Open tables: 9 Queries per second avg: 0.3

processlist SRECY HT e L L RS
sky@sky: " # mysqladmin —u sky —ppwd —h localhost processlist

| 1d | User | Host | db | Command | Time | State | Info




| 48 | sky | localhost | | Query |0 | | show processlist |

IHIFIX = AN D RE A TRAE B R — S8 Fp R P A o 8 A8 217, BURAS B 115 B
ABAM, (HAX T e BRI UL, B2 T . tehh, enr Dist
mysqladmin £ start slave fll stop slave, kill FEANIERES] MySQL Server LR FREEEE,

3+ mysqldump
Usage: mysqldump [OPTIONS] database [tables]
OR mysgldump [OPTIONS] ——databases [OPTIONS] DBl [DB2 DBS3...]
OR mysqldump [OPTIONS] ——all-databases [OPTIONS]

mysqldump XA~ T H AR KHE 73 328 vl e AR LR AR T, HIhRe sl K MySQL Server
Hh AR DL SQL B A TE XN E S ZE T dump BOCA S . AR mysqldump S2 484 MySQL )
— R THARKE AR, HEA N3RS SQL 4Bk Tt T H SIS — 5, KR
WIS mysqldump FrAp ) S0, A0E SQL B ), BAEEdE AR NI EE ). 8%, Eid
25 mysqldump P27 “-T” IS J5, LA RAE SQU B AR € 452 I SCAR S . 31X
ANTheeszhr B2 T MySQL B i) “select * into OUTFILE from ... 7 iBAyiscil., toal
PLd It “~d, ——no-data” AN A H AN IER) . 765K SQL BRI IR, PR EIX
IR R OCRERY,  RIURE AT mysqldump AP AR I A L S A S “ —defaul t—
character—set=name” WX J5 & FREENA, LLBTIE DL BRI AR AR 2R AN v IR P 25
mysqldump T AE ) SQL SCAFRT LAl mysql T HHAT

4. mysqlimport
Usage: mysqlimport [OPTIONS] database textfile ...

mysqlimport F&JF & — AN DURE 8 4 A7 0 SCAR KA (il i “select * into
OUTFILE from ...” FrARffgdl SCf) T ARIFE2E 1 MySQL Server H1 1) THFRF,
W —MFRUER csv SCPE RN B TR 2 20l R e e K. mysqlimport T HSERR Bl U
“load data infile” #y2H)—/MudEsLI,

5. mysqlbinlog
Usage: mysqlbinlog [OPTIONS] log—files

mysqlbinlog F£/¥ I T EIIRERLZ 70 M MySQL Server Fr /£ @ H& (BALEK
FPTRFI binlog)o HFA A B Z BT 43 (1) binlog 445 3E I i) 2 SRR W A I
15, mysqlbinlog wit AT LA B FATHL BV R #0417 EAROLEFiG . Tl mysqlbinlog, Al
AT LR i binlog H8 R I TR B 45 38 H A5 A5 R 45 SRORLEL (1 P9 A AT A SQL 157, JF
S B E SR, AT RE A, ST DR I 2 e A RO g A

6. mysqlcheck
Usage: mysqlcheck [OPTIONS] database [tables]



OR mysqlcheck [OPTIONS] ——databases DB1 [DB2 DB3... ]
OR mysqlcheck [OPTIONS] ——all-databases

mysqlcheck T HFEF A LK A (check), B8 (repair), ¥ (analyze) Ffith
(optimize) MySQL Server W[, (HIFAE A WIAEM 5 AR S R BT A 1 PUAS D) e
& Innodb A SCHRHE R D)RE. 9B L, mysqlcheck FER>HIX DY DI REHS AT LAE L mysql 3%
FLEEFFI MySQL Server Z Ja RAATHH I Ay 2 58 158 2 AH R A 55

7. myisamchk
Usage: myisamchk [OPTIONS] tables[.MYI]

B MRl “mysalcheck —c/—r", XRIEAMER My ISAM AEAH 51 103K, (H I REXS
My TSAM A76ik 5 | B R 51 SO i AN o388 E MySQL Server BT 58 il ft:

8. myisampack

Usage: myisampack [OPTIONS] filename ..

XF My TSAM ZRHEAT IS Ab B, DA S HIAE i asa), — B SR & 35 h
17 H 485 1R My TSAM R A8l - 32, ANREHHATAE MBS . 2 BRA 1A IR 540 2
SRR, A %R RENE SR LB A I A IR S5 RN, AT LB my i sampack T
FLUREFFRAT 1% My TSAM R BEAT He i, DA DA BIAE BAR BEHK archive £ 5| 5t BERS 5 R AL K
R AR, (B archive FR@BATR T ISCRF, 1 45 (1) My TSAM AT 9% mT LU
MRS,

9. mysqlhotcopy
Usage: mysqlhotcopy db namel./table regex/] [new db name | directory]

mysqlhotcopy FIILARMI % P i THEEF AR —FERRAA S « (B0 c+H) BIP 5,
A& perl JIARET, AXAELE Unix/Linux JREE NEH . Ahig £ ZIREML L XS MySQL
(1) My ISAM £#0iti 5 I R AT AR G A A B4, LA AR 45 S B b 3t A2 38 e o0 504 2 v p ek
ATIBE, SRR, BRSOk e e e, 48R, Wbl ¥5e “—
noindices” % 1f mysqlhotcopy NFFE A& RG] -

10, HAh TR

BT LA A e T H R 2 46, MySQL A Hoar T HAR K& 1 T H R, gl X
2 Tnnodb CAF M checksum ) innochecksum, #% 4t mSQL C API P& i) msql2mysql,
dumpMy ISAM 4> R 5] #) myisam ftdump, AP slowlog ) mysqldumpslow, Erif] mysql
FHRTF R B include SCHHALE ) mysql config, [a] MySQL AB 4% bug 1) mysqlbug,
AR £ mysqltest 1 mysql client test , it | 15 & R 7 it 5] K M
mysql_convert_table format, fg M B H & $& &5 e VL EC L ) query 5 7 1)
mysql find rows, FpZ Mylsam 25| R G424 1 mysql fix extensions, BH RGHR
I mysql_fix_privilege tables, X FEAH I S 454411 mysqlshow, MySQL F+2 T H
mysql_upgrade, MiT45EVLRIBEROR kill 2P i e e LK) mysql_zap, EEHIR'SHE
) perror, XA T H replace, % 55— R4 T HFE Pl EBRATEFH o a0 G484 22 7E MySQL



PEACHS (P BEA FA— 8 | B, Wi el My ISAM A7 5 1 Z8 i i, v DURIH myisamlog
KBEAT EREZ 43 HT My ISAM ) 1og.

2. 4 NG

% 3 & MySQL 75 [ @&/

il

3. 1 MySQL 7=fi#5|E#hik

My ISAM f7fif 51 %2 MySQL BN FEfit 518, 2 H AT MySQL A FH 8 2 A7 fit 5 | 4
Z o AP 52 FAT T My SQL A Je R rh B 201 TSAM, /& TSAM AR « 76 MySQL
BTG RAT N5 E TSAM A7t 5188, 1 HLSEbr B sl i iz, MySQL - 4 2 %A A7t 5 |
XA S . MySQL ZEZEH) LB A G IRAEIXAE M sql layer Fll storage engine layer
IX P GE R TE T ) 2 IR G R, I ANE R A AR 530 2 RGEAH, 0TI R AR BRI vy
F—PFeG . 25Kk, MySQL 2R BIF5 280 COHEM, Km0 b 5538 48 F1 S i 230408 47 LA
T W ) JZ IR G HR 5 T [RIINE, 6k TSAM Al T Zhfie b i 9 e FiACRE I B, 3 2 My ISAM
FER T I oK

MySQL 7£ 5. 1 (AR ZHTIIRRCA T, A0 5 152 75 2 My SQL 225 ) I (Bl 6 50T
MySQL — A 2 13 T[] N e 22286 F) o & U, 5. 1 ZBTH RO, BURTEAH G145 Z I sql
JERIR G ELARR D T, AR E5g e Rl 3 DRI AC ., (H X 2 2 [ 3R 2 e I
TP, RIMEAE 2R R It e — 4

{EE M MySQLS. 1 JF4R, MySQL AB X HLE5 MR Al T BRI SGE, IFTIN T — Bt
O S AR LR . MySQL AB 7E 2SR GE I, A7 51 R A sal JZ&H
SEBAL, RS, ELAR] LM N B (A7 i 5 1 5, it 5 4l LUK — AN R4y
fil 51 BN E]— AN IEAE 847 A9 MySQL ', i ANSZ i MySQL (OIESIa4T . il FaCAe it 51 51
DL, DA 5 BTN SN AL Y B R T, AR B AT T A 5 1 3 50 0 U i P #E 3
i T, H RSO A B AR SR AR

MySQL H4E 4 28 A4t 51 % - ZALHE MyISAM, Innodb, NDB Cluster, Maria, Falcon,
Memory, Archive, Merge, Federated %%, Hrpd 35441 H AT FH &2 k) 72 10 My ISAM Al Tnnodb
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o AN EA PR K 4330 2 ST AT BEAS K —H

XF T MySQL R it FLUT I BAAR AR e = B el PR 7 AL e — AR FEA I 4 A
B, A VT ISR AR . A B K T BEARN fij B — 4%, 2R Tl Bk
HERAN R A FEAR R ], AH AR 22 e i) g T R A T AN EEAE AT A5 /0 e Al £ MySQL
A “CRTINT R 8, AR A TP st ] “i s (EANL), RiER
FEE e E s M TRV T o2& et il 8= P i ik o e 2 d W TR LT P 1 (WP ety
A3 V5 1) B A 3 SR 507 9] RO A FROAS B o 3 A o T IR = B, i R i A e R
), AR U5 RGBT (A OGS Tt o

I =TE B e 4L T B A-1 PR 0 =3 R ) 2 A PR e A, R 3 R ] (R
—FEORYIX MySQL Bd A i . HERER AL, SEARAEAT A\ BERS URIEX —TE B £k .
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1. SQL WEAIH R Ax A 3R

“SQL EANTL T IXASARE FAK R B8 I ACHRWT it T2 Fig iRt Bk 3 i 2ot
JE R SQL TE A M (0 BB, R PR Py mh ok 2 i TS A2 Bt (S e sl » - AN i S el e P 2l
AR DA RS, AR AR H .

“SQLIEANILE” EAEARR O, B G R g o G, A SR RO, R
I REE RIS . WEREEE N AOEAERIG M “SQL yEATGE", Gl B M
RN, LSRR ZAER TR N A RS 0100, XA AMED N T

2 REFPACRIAR R 242 N AR

P AR G A B A B0 AN A A0 T A7 AE 22 A, U R vl e s B N AR BRI, T8 355
WA H K. B, — AR L TR IE SRS, AL BT Res I AL — LR
MBS )5, BUAEH M 2 VAN G SAN I R UL 2 ST U AR 1) H 1. FLaid
] EIE I BT 2R G P DR A AN IO B E AR GBS Sk 12, NI R BRIk

4. 2MySQL URAL B



4.2.1 BRARGRHI

MySQL FRIAL PR R e e SEI B AR o, AH OO RS B E ZEAA A LA PR A grant
tables I &G #H, Bl: mysql.User, mysql.db, mysql.Host, mysql.table priv f
mysql. column_prive HHTARAE S EGE & RN, i U5 AEF S, Bl Mysql 7£)4
AN, oA AL RS B Load B A AE P ERAALE JLANRRE g5t . BT AA 3k
TR T TAE T AUBRA R R 2 )5, #R A5 £ AT “FLUSH PRIVILEGES” iy 4 TE7 N4k MySQL
IR RS B e 249K, SR IRATT38 i GRANT, REVOKE 5% DROP USER iy 448 LA SRR, )
ANFFEETF THAT FLUSH PRIVILEGES 174>, [AI2Aiik GRANT, REVOKE B34 DROP USER 4 it
IR PR AG AR B L R 8 32 1D [R] 2 B A7 A rh A PR S 7 My SQLS. 0. 2 B
JR A TR I, My SQL iR 38 i1 T CREATE USER iy 45 LA A TCAT AT AR5 75 A PR A 911 4h USAGE
BB I, i CREATE USER iy 2 GUdsr T8 P 25, Bl P il B & A 35 E 2|
WAEE Rt . BTLL, BB — M ol ~ S H] GRANT, REVOKE, CREATE USER LA & DROP
USER i 2>k dE47 2 FIBLBR AR T4, S BB Y grant tables SRSEILH P FIAL
FRAR T R 1

4.2.2 BUR#ETHER

TR 8L nT LIRS GRANT 4, BEL BRI CAT AR I ] REVOKE
e IR, T E ZANEAT ML AR I Ik, L EACE W grant tables &
G, HLFAM P BEBURIR, AMTESEE N 4, FRINIGESR R VT TN WERAER
PO AR 7 44, W MySQL 2 HBA AR username’ @ % $ZA. EERBRIEA 1
A PR DA th it 24 e R 07 L

A BEA e MR A b T E A E TN P H BrAa AR, X n] D i A 7 2 USE
B R AT “SHOW GRANTS FOR ’username’ @ hostname’” #y433REZ Az & F
IR 73— M5 &l grant tables B AR B o

4.2.3 BRG]

MySQL H AL R4 R AN, 43
1. Global Level:

Global Level FIALPRAE SRR A4 Rl B HI, I RRAS D AR IRAELE mysql. user &
1. Global Level HIFTAAMRAEE X HEA mysald 1, XJ P RIEEE T RITA R L0
FEBASE R IR —MURSE LA Global Level SKA%T 1, W47 26 oA B A 2509) B 1AL
FRWE . LLnIRATTI 2T e 4h abe HI 2 A0RT LA UPDATE 5 5 Bl QI test 1) t 38, SRJ5 XAE
42 )R 280 REVOKE £ 1 abe F P 0] Jv A7 450405 P22 1) Ji 47 2 1) UPDATE A PR o JUX INH 1) abe HI
FAHIE RIS test. t RIJEFAPE. Global Level F-HA U FIXLEAFR (WL 4-1) -
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2 Fx A SE ¢ PRAIE S

ALTER ALL F A T R PR

ALTER ROUTINE 5.0. 3+ procedure, function I trigger 511
AR AR

CREATE ALL B, MR EIEA R

CREATE ROUTINE 5.0. 3+ procedure, function I trigger 511
AR AR

CREATE  TEMPORARY | 4.0. 2+ I Fsf 2 P B AR PR

TABLES

CREATE USER 5.0.3+ B P EIRRR

CREATE VIEW 5.0. 1+ B B A PR

DELETE All I 22 At R A B

DROP All lESACE e Y

EXECUTE 5.0. 3+ procedure, function fl trigger ZEff]
PATAL PR

FILE All AT LOAD DATA INFILE FI SELECT ...

INTO FILE [RIALFR

INDEX All ECAR ARG HB R

INSERT All B s AR

LOCK TABLES 4.0.2+ AT LOCK TABLES iy 4 W /s 25 N8t 1)
BRI

PROCESS All 4T SHOW PROCESSLIST 4 AL R

RELOAD All AT FLUSH &5 Lk 04 12 FE08T Load JE£85%)
G B A 1) i A A PR

REPLICATION CLIENT | 4.0. 2+ i 4T SHOW MASTER STATUS HI  SHOW
SLAVE STATUS iy 4 FIRL PR

REPLICATION SLAVE | 4.0.2+ SR Slave R P AT EME
IR R

SELECT All s AR R

SHOW DATABASES 4.0. 2+ AT SHOW DATABASES i 4 BB

SHOW VIEW 5.0.1+ 4T SHOW CREATE VIEW 4 & &
view B #1E A IR

SHUTDOWN All MySQL Server [ shut down AP (4@
it mysqladmin 44T shutdown g4 fr fif
FMER

SUPER 4.0.2+ P AT kill £k F£, CHANGE MASTER,
PURGE MASTER LOGS, and SET GLOBAL
S 2 AL PR

UPDATE All BB EA AR

USAGE All O 5 AN AT AT A PR ) B i T 4

17 (115 BB




PR T Global Level ISR, N FFEAEPAT GRANT a2, F “*. *” SkigEid
FHYEH /& Global WIRIT], 4745 2 ANBUPR 75 B2 T H I, AT 22 R EE 4 AT GRANT
A, RS Uk T s B R R A g5 (¢, ) rBEJFENAT, iR

root@localhost : mysql 05:14:35> GRANT SELECT, UPDATE, DELETE, INSERT ON . *
TO *def’ @ localhost’ ;
Query OK, 0 rows affected (0.00 sec)

2. Database Level
Database Level J&7F Global Level 2 F, HAh =" Level 2 FIIARZ ], HAEH B

Bk g @ AR FET B T E X %, 5 Global Level HIAUPRAHLL, Database Level 32
AT BLR JLAMALFE : CREATE USER, FILE, PROCESS, RELOAD, REPLICATION CLIENT, REPLICATION
SLAVE, SHOW DATABASES, SHUTDOWN, SUPER Fl USAGE iXJLAMYFR, ¥ M Fma R, 2
AU Global Level FUA PR &7 di ik B HoAth DU 2 (I AH RIAL PR, Database Level tB—#f ,
AR AT RESH Global Level PACPR Y B AT oG, (H B fihth fe 78 o LLAth B R 2 1
Table, Column I Routine iX == AR .

WL ESZ T Database Level [IRFR, AT LA P AP s8I 2K
1. 7E0AT GRANT fir &%, JEik “database. *” KPR & ABRAE Y database &4

A, W
root@localhost : mysql 06:06:26> GRANT ALTER ON test.* TO ’def’ @ localhost’;

Query OK, 0 rows affected (0.00 sec)

root@localhost : test 06:12:45> SHOW GRANTS FOR def@localhost;

Grants for def@localhost

|
| GRANT SELECT, INSERT, UPDATE, DELETE ON *.% TO ’def’ @ localhost’
| GRANT ALTER ON test .* TO ’def’ @ localhost’

2. Sl USE iy 5E s SR B 122, ARJGIERL “+” SREREVEHIER, XAERALH
VR RIS bl A >4 1 IE 5 1) 28 e 12

root@localhost : mysql 06:14:05> USE test;

Database changed

root@localhost : test 06:13:10> GRANT DROP ON * TO ’def’ @ localhost’ ;

Query OK, 0 rows affected (0.00 sec)

root@localhost : test 06:15:26> SHOW GRANTS FOR def@localhost;

Grants for def@localhost

GRANT SELECT, INSERT, UPDATE, DELETE ON *.%* TO ’def’ @ localhost’

|
|
| GRANT DROP, ALTER ON "test .* TO ’def @ localhost’



TEFE T AR I i, i A AH R A IR TF 4% 7 2 /N P, Jd 1 ] DL RGE A h—
RELEZAHPER, WES () Il T, Wik

root@localhost : mysql  05:22:32> grant create on perf.* to
“abc’ @ localhost’,’ def’ @ localhost’;

Query OK, 0 rows affected (0.00 sec)

root@localhost : mysql 05:22:46> SHOW GRANTS FOR def@localhost;

Grants for def@localhost

|

‘ GRANT SELECT, INSERT, UPDATE, DELETE ON *.* TO ’def’ @ localhost’
| GRANT DROP, ALTER ON "test .* TO ’def @ localhost’

| GRANT CREATE ON "perf .# TO ’def’ @ localhost’

+

3 rows in set (0.00 sec)

root@localhost : mysql 05:23:13> SHOW GRANTS FOR abc@localhost;

Grants for abc@localhost

GRANT CREATE ON "perf .* TO *abc’ @ localhost’
GRANT SELECT ON "test .* TO *abc’ @ localhost

3 rows in set (0.00 sec)

3. Table Level

Database Level 2 Rl & Table Level [AIAFR T, Table Level AR 0] LL#E Global

Level Fll Database Level FIAFRAT7E i, [FIHSHHEZE i Column Level 1 Routine Level [
R

Table Level HBCFRAT VS FAEHRACE 1) b Brdig o Bl R 1 i 2 4o e LUB I W1 1~

f)2h test BUREN t1 R

root@localhost : test 12:02:15> GRANT INDEX ON test. tl TO

“abc’ @ %. jianzhaoyang. com’ ;

Query OK, 0 rows affected, 1 warning (0.00 sec)

root@localhost : test 12:02:53> SHOW GRANTS FOR ’abc’ @ %. jianzhaoyang. com’ ;

| Grants for abc@+. jianzhaoyang. com

GRANT USAGE ON *.* TO ’abc’ @ %. jianzhaoyang. com’



| GRANT INDEX ON test . tl TO ’abc’ @ %. jianzhaoyang. com’

TR BOE A AENNALS test BN t1 K% T Table Level AR I R B, 18303
TS TS A WACRT “%” A “. jianzhaoyang. com” FHl. HiH K] USAGE BUPR & %F
AN A B AR

Table Level AUBCPR i FIHAR AR RAEFE ML, PreiB A b tbied, 7
ALTER, CREATE, DELETE, DROP, INDEX, INSERT, SELECT UPDATE iX )\ BB,

4. Column Level

Column Level FUALPRAEIE BB/ T, AR R TR E A GHEHLL) 1,
i TA PR 78 55 )5 0], Column Level HUALFRIFFET] LA Global, Database, Table X =/
GO BB b (R AH R o T 6 1 FLER T Column Level JrgtAFAIALBR AT Routine Level
PIRPRAE R AR5y, TTUAS A EGSHE G KR 54 Column Level 2151
FLBRAY AT INSERT, SELECT A1 UPDATE X = Fi . Column Level (KA B FZRE A EIEILA R Table
Level 2EAZ, BT EAEAU IR 2 PR 5 K e B AU 91 2 7 Rl F6 S R, W h

root@localhost : test 12:14:46> GRANT SELECT(id, value) ON test.t2 TO
“abc’ @ %. jianzhaoyang. com’ ;

Query OK, 0 rows affected(0.00 sec)

root@localhost : test 12:16:49> SHOW GRANTS FOR ’abc’ @ %. jianzhaoyang. com’ ;

| Grants for abc@+. jianzhaoyang. com

| GRANT USAGE ON *.% TO "abc’ @ %. jianzhaoyang. com’
| GRANT SELECT (value, id) ON "test . t2 TO ’abc’ @ %. jianzhaoyang. com” |
| GRANT INDEX ON "test . tl1 TO ’abc’ @ %. jianzhaoyang. com’

W A e A AR (INSERT) Hdls i, WLz il o fe ik b 31 1
II5CA INSERT AUFR,  WNZ A 1R Bctfiofs LAER MBI 78 o 31X — m MR 22 SOt (R 2l R A — 28
DX, 2 MySQL A CE SQL _E P -

5. Routine Level

Routine Level AN PR 3252 1145 EXECUTE Al ALTER ROUTINE PiFf, = BEFX (%% 2
procedure Fl function IXPAFIXI4, 7EFZT Routine Level BUPRAIHIME, 75545 e £k
AR,

root@localhost : test 04:03:26> GRANT  EXECUTE ON test.pl to
“abc’ @ localhost’ ;

Query OK, 0 rows affected (0.00 sec)

Br T BT LA Z 48, A — A EFRPR AR GRANT, #1145 GRANT BLPR I FH - ml LA



K B 5 Bl AR AT AL PR 4 452 T JEARAE AT FH ™, iy DA GRANT AR — AN AR W e Rk th A
B KB o GRANT ASLBR )52 T 7 A AN AR AR A A BRAAN A — HF, 38 A2 3 5 AE AT GRANT
PR AR I AE 55 J5 75 00 WITH GRANT OPTION )ik FI4%-7 GRANT AR H ..

BEAh, AT LUEE GRANT ALL 1K A2 T A Level BT W] FIBLBRET HEA
.

root@localhost : test 04:15:48> grant all on test.th to  abc’ ;

Query OK, 0 rows affected (0.00 sec)

root@localhost : test 04:27:39> grant all on perf.* to ~abc’;
Query OK, 0 rows affected (0.00 sec)

root@localhost : test 04:27:52> show grants for " abc’ ;

| Grants for abc@%

| GRANT USAGE ON *.% TO "abc’ @ %
| GRANT ALL PRIVILEGES ON “perf .* TO "abc’ @ %’ |
| GRANT ALL PRIVILEGES ON "test . t5 TO "abc’ @ % |

ELL B A Level FIRUBRH, Table. Column Fil Routine —FHESRALH ATkt (s 5]
D) ISR 008 CZEAFAER), IS Database Level FIRR$Z T, W LAYE Y HIAAELE %
G P I A g 58 P BEAN

4.2.4 MySQL 7 ] 42 ) SE DR JR 2

MySQL 7 el 2 S b b P AN Th RERE BRI RIAL G, ISR (158 — B 2 4ldoh vl LG
B, AR HF MySQLRTT I BB, et ST ok Ui B B4 s)
PRV R IR e Y A8 B g g 3 U5 20 NRETRRE ], 0 ) 42 R DR e s A2 A
BETREFEAT AAREE Ao R 5K MySQL H SIS )42 1l i ] S A 1] (LI 4-2)
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1o s

BAVEEE PSRRI TAER « 76 MySQL Hh, FH P U 1) 45 38 20 1) SE I LG 3% 1
B, FTAT BB AR R G R mysql. user, ERIXANRAANAFI T BB
PIFEAAT B, IEAACE TR A B RS S o F P 7 B AR 20 A5 AR D, e
Host, User, PasswordiX=Ii, #B/E mysql.user &', WIH:

sky@localhost : (none) 12:35:04> USE mysql;

Database changed

sky@localhost : mysql 12:35:08> DESC user;

| Field | Type | Null | Key | Default | Extra
| Host | char (60) | NO | PRI | \
| User | char (16) | NO | PRI | \
| Password | char(41) | NO | \ |

— AN ARG ) MySQL, S /DFREGRAE B g B (X =T dE, MySQL A e W2 5
Al Al “CRET o X = IRSEPR bR A Ve R E LA (B AL TP Mk E R
RGBT “IE " CEH P RIS SR B, X v AR —AN AT e VUL F
HICVEAL B SR T A B AR e T 1] o o Host 5 EAF I 2 MySQL Fei/r i X R 1)
User BIMEATEML, 7] FEASHARE EHL4 (Wi: mytest) 5kdk44 (i: www. domain. com),
WAL LL “%” k78 Ml BT AN A S (Wl %. domain. com); ] D& — AN H AR
IP ik (fr: 1.2.3.4), FFEAR W DO ARl A 4R & (1. 1.2.3.%) s 3&W LA “%”
KARERAEATENL,  HORAR ) (1) EAUBAEAAT RS DN

root@localhost : mysql 01:18:12> SELECT host, user, password FROM user ORDER BY

host | user | password

%

|

‘ | abc
| *. jianzhaoyang. com | abc
| |

| |

| |

| |

| |

|

|
localhost abc | *2470C0CO6DEE42FD1618BB99005ADCA2ECIDIEL9
1.2.3.4 abc | *2470C0CO6DEE42FD1618BB99005ADCA2ECIDIEL9
1.2.3.% def | *2470COCO6DEE42FD1618BB99005ADCA2ECID1EL9
% def | *2470COCO6DEE42FD1618BBI99005ADCA2ECIDIEL9
localhost def | *2470COCO6DEE42FD1618BB99005ADCA2ECID1ELY

EJEIX LA — AN EE R PR D7 1) R, R8T Tocalhost U5 ) 36, WAZEAT —4%
LIIEERT Tocalhost IFAUE KL, RIAEAKHEAT EHUSER BB AT W TR, 474 def@k
MR, ERWERAE R -h S8k Ui, WESRSPHEL, O mysql ZEBRINTS AL T



27542 localhost:

sky@sky:"~$ mysql —u def —p

Enter password:

FRROR 1045 (28000): Access denied for wuser ’def @ localhost’ (using
password: YES)

HE S -h 24, WIRREEE T U5 i) AL ot e )@ 1, ke
sky@sky:"~$ mysql —u def —p —h 127.0.0.1

Enter password:

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 17

Server version: 5.0.5la-log Source distribution

Type " help;” or *\h’ for help. Type \¢’ to clear the buffer.
def@127.0.0.1 : (none) 01:26:04>

WERIRATA — %% Tocalhost (R T7 IR FAUU AT EAAME I -h ZHORHE E ¥ 5% host TIEHIER
A localhost:

sky@sky:"~$ mysql —u abc —p

Enter password:

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 18

Server version: 5.0.5la-log Source distribution

Type " help;” or '\h’ for help. Type '\¢’ to clear the buffer.

abc@localhost : (none) 01:27:19> exit

Bye

W1R MySQL IEAEIZAT 2 (R, AT 0 AR GuA 7 R, S 82 = PR R A A I
foeos = 3We ?

PAISE T MR MySQL A7 50T WA G50 HR IRRCPRAS BB 08T . FLUSH PRIVILEGES 435i%
471k MySQL 55387 Load 3] N A2 ACBEAS B ; GRANT. REVOKE 8% CREATE USER i1 DROP USER
BAE S HE AR PR TS B TEJH MySQL 2 ik MySQL 542 M grant tables HH 2B
RS Lo

T A A7 5 R (R AR AR JEL BB BT 2 S o e e b A P A e A 2 2

X T Global Level MAUPRAE B MBS, AHREH S EHddE#EA S, T2
ZIEY: BV session AL Z B . 1% T Database Level ARG B MBS, HAY
B PGSR PAT T “USE database name” 32 )5, A SAE PR L -HAE FH 208 IBLRE
o BT DA S I i SRR T E S EU1 Global Al Database XA Level [RALBRASTE 2 5
AIRET L@ “KILL” iy 2 F DL HAE MySQL i session Adsiamid Athfi ) g £ LA
FHRH G AR . %5 T Table Level Al Column Level HIALFR, MIS7E N — R 75 EAEH #11%
PR Query iR sR A= 2%, Bt ie i, XHFRA KPR, XBA Level MIBIRR, HH2
JESLZAER T, MASTFEHAT “KILL” drds



2. Uil #a)

% Ui ik F P B BGIE, AT aEHE | MySQL Server ZJE, M RIE KA
Query F Command 45 MySQL Server, LASEILE ™ uigh FH 15 FhIhRE. 4 MySQL Hafie3% F
Ui (PIE SR 2 5 U I 2 SRR HE 75 BRI 1% F P 2 13 AL R AT IR SR I 7 ZE AL PR o BB A
56 o P A2 A B RS L PRI PRAT: 5 /0 Y0 T )AL B I G K I 36 B J 810 ) s A o 52 PR g 1N A
538

TESGUE A P s AR IR iz, MySQL B G s A R AR 72 N A 4 0 h IR B PR AR, e
. Global Level PR, WIHRFTTALRLE Global Level #E4H 5 X (GRANT B¢ REVOKE),
M58 A PR S G BB 540D, WA LB AR e X, WS4k 443 5 &4k
Database Level #(FR, HHT Global Level A& SIIFT At FRIIAES, AR BEA RElE
RN P A AR 58 S, MySQL 234 2241 50 /N0 [l IR R e sk fr 4k, it /e Table
Level, #&/GN)J& Column Level E{# Routine Level,

N HFRATEE LR il abe@localhost R IR UWTT Query BB

SELECT id, name FROM test. t4 where status = ’deleted ;



FAFRAHER © Select

DE: test =P -
Tablk: 14 SELECT id,name
Columns:id, name status FROM test.td

WHERE status = deleted"

Y

Global Lewvel: B
B user EHETH FrdEe

userllser ='abc’ AND
userHost = localhost'

Database Level;
Hb. User ='abc' AND
Hb. Db = test' AND

Hb. Host ='localbost'

%5 Select_priv
HETH Y

Database Level:
db.User ='abc' AND

3@ db.Ob = test' AND N
db.Host ="

Database Level:

host Db = ‘test' T

W » . SR e
host Host = 'localhost!

gﬁ &

R oy —< v | P =Y +<>~‘f’ s

db. Sekect_priv ="Y"

Table Level:
tables_priv.User="abc'
AND

*Egﬁﬁﬁ -*—‘-"lf" t:bNIEE_Pri‘lr Host="kbcalhost' N

tables_priv.Db=test' AND
| FIND_IMN_SET(SELECT',
i tables_priv.table_priv)=0

lumn Lewvel:
columns_priv.ser="abc' AND B . o
columns_priv.Host="loc alhost' AND <> ¥ AL

columns_priv.Db="test' AND

columns_priv.Table_name=14' AND .
columns_priv.Celumn_name M {'id','name','status") N
AND FIND_IN_SET{'SELECT, ¢

lumns_priv.column_priv)=0
E Rk
& 4-3

ERTTERAT T %2 MySQL 1Y) grant tables f mysql.user, mysql.db, mysql.host,
mysql. table priv fl mysql. column priviX A, FALH T mysql. host Z AR PYASES & IE




WA ERI, RN RENS MySQL i — R N B, AP E Level FALRR, MER
mysql. host FE X FATIAEHAKE B mysql. host B B AL MySQL (117 1) #2 i vh 78
2T —AMEARER e ?

mysql. host 75 MySQL j i) 42 il B Heri I S AR T E LU AR IR, FH A )L grant tables
AK—HE. B2 mysql. host H AL FREAE AL (AR 8 GRANT 5+ REVOKE k4% T
BE 2ebk, A0 TF i@k INSERT, UPDATE I DELETE iy & kA& dbrp %t . v
A (PR PR E s Te v s AR R, A2 I A mysql. db AUBRER s — A A ReAE R, 1 HAX
Y mysql. db PAELEATERE (CRELEd 50 N IURFIRBCED I g, A S (24T [l 92 AT 7 45
Hr mysql. host HETHRIE A A AH R IR b 70 A PR ESH SICBIL LUK 2R FRAS B0 0 B 1), st e dn E &)
iR {E mysql. db HJGE R B B FRARBG 1R A 45 A B 24 (db. User = " abc” AND
db. host = " localhost’ AND db.Database name = ’test’ ), MUELHALE mysql. db T IEE5E
A BRAG S, BT LA A S UK db. Select priv MHMEZETE A Y o {HJE mysql. db
db. User = “abc’ AND db. Database name = " test’ AND db.host =~ XFE—4&HREE
FAE, KREAREERE D] T IXAARAE S 11 db. host HEZH, HRATHEMAE % XA
TACATHE . 4 MySQL 73 2 B XA — ZABRAF AL I g, 5 1%02 mysql. host H T AEI
IR A L I (R I T 03X, MySQL 234500 mysql. host HE A A7 7RI AL W1 45 E 1)
A FR{E B : host.Host = " localhost’ AND host.Db = "test’ . WIEELE, WITFLE3#AT
Select_priv APRAIES: . HTABRE EAFAET mysql. db Ml mysql. host PIEZ 1, T HZ
WS A IR A e AL 25K, FTLL Select priv BRI T PN RA K Y A g3 2 H K,
BGBUR L o

TATC&ERE, MySQL RPR & #2 T “username@hostname” M), i, 4 /bFF%
R P 2 M ENA = A RerfiE — Ui & AR . X i T hostname 1] PLigt—ANE A R AT
P84, Wl LUR—ANE AR TP HubkBe e IR AW Rl — N P AR AABRE S, —
SOTENRE B AL, A AN B BT B4, T BT R TS A . XN MySQL
Qfar e e BPRAT e 2 bR b MySQL 7Kze Pt 56 7% RS BORS A Y [ AL PR« 76 My SQL N 43 4%
I username Al hostname /E—/ N, X T-4H[A username FIALFR, H host {55 BEEkELIT 15 7]
FPRYE host, WIHERF A EBEERT, WIB R BRI 2. 1 H., MySQL 7EAY PRAR S it e
HER BT R 25, B R8T 5 B oS ik A UL R BB AE L, 1T B4 58 R

KEMNIZWER T L mysql. user PR F T H max questions, max updates,
max_connections, max_user_ connections iXPU#1, T =41+& M MySQL4. 0. 2 fRAS A JT 45
A1), HDhae @t U in) P 247 RE /N e At F 9 B BRI, 170 % J5 1) max_user connections
I JE M MySQL5. 0. 3 A A FFER 4 ), A Fl max _connections A X Jl A2 R I E0c 4 1 7 f) o 4
B, AN BRI (R IR B o T A X DY I R A 8, 7R A B P sl 45 T 4%
BRI LR DY)«

max_questions : WITH MAX QUERIES PER HOUR n;
max updates : WITH MAX UPDATES PER HOUR n;
max connections : WITH MAX CONNECTIONS PER HOUR n;

max_user connections: MAX USER_CONNECTIONS.

PUASFEg ] LRI A, e



“  WITH MAX_QUERIES_PER _HOUR 5000 MAX_CONNECTIONS_PER_HOUR 10
MAX_USER_CONNECTTONS 10000 .
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Dumping definition and data mysql database or table

Usage: mysqldump [OPTIONS] database [tables]

OR mysqldump [OPTIONS] —-databases [OPTIONS] DB1 [DB2 DB3... ]
OR mysqldump [OPTIONS] ——all-databases [OPTIONS]
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T B SO SR RIS AR T S T H R S R A ] USR5 S SR
NEEHE T . IEAIE R BRI 0 T i B 42

AN FEE R SHAT
SHLF R CIIfER) “FIELDS ESCAPED BY [ name’ 17 Kf SQL 6 75 B4 LI 745

LU B 2 “Audk” ki) “FIELDS [OPTIONALLY] ENCLOSED BY ’name’”, I
A “OPTIONALLY” WM H5 7 28 7 (1) Pl A3 SR T #1025 e «“ f2ke” , ffF i “OPTTIONALLY”
ZJa, WECFRM IR ST e 74l .

W "FIELDS TERMINATED BY” n] LA s B8 P4 > - Bt Z 1] (1) 43 B A 5

MMt “LINES TERMINATED BY” JJ<x 5 MySQL % Hi SO 7 AE4% 1 55 45 R I A 75 2
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root@localhost : test 10:02:02> SELECT * INTO OUTFILE ’ /tmp/dump. text’
—-> FIELDS TERMINATED BY ’,” OPTIONALLY ENCLOSED BY *”’
—> LINES TERMINATED BY ’\n’
—> FROM test outfile limit 100;

Query OK, 100 rows affected (0.00 sec)

root@localhost : test 10:02:11> exit
Bye

root@sky:/tmp# cat dump. text
350021, 21, “A”, "abcd”
350022, 22, “B”, “abcd”
350023, 23, “C”, “abcd”
350024, 24, “D”, "abcd”
350025, 25, “A”, “abcd”

2. 3L mysqldump 3

A REFRAT AR ENTE mysqldump A DLRE O A LA INSERT 5 (T2 XA B SG 46547
A, JLSEER T A B INSERT $5A) 28k, mysqldump 38 [ A AESE L L “SELECT ... TO
OUTFILE FROM ... " Frsic BRI T RE, T HL IR 3 25 A0 e — N AH O EICHS e 25 R B (0 B i A

WL N7«

root@sky: " # 1s -1 /tmp/mysqldump

total 0

root@sky: # mysqldump —uroot -T/tmp/mysqldump test test outfile ——fields—
enclosed-by=\" ——fields—terminated-by=,

root@sky: " # 1s -1 /tmp/mysqldump

total 8

-rw—r——1r—— 1 root root 1346 2008-10-14 22:18 test outfile. sql

-rw—rw—rw— 1 mysql mysql 2521 2008-10-14 22:18 test outfile. txt



root@sky: " # cat /tmp/mysqldump/test outfile. txt
350021, 21, A", “abcd”
350022, 22, “B”, “abcd”
350023, 23, “C”, “abcd”
350024, 24, D", “abcd”
350025, 25, “A”, “abcd”

root@sky: " # cat /tmp/mysqldump/test outfile. sql
— MySQL dump 10. 11

—— Host: localhost Database: test

—-— Server version 5.0.5la-log

/%140101 SET @OLD_CHARACTER_SET CLIENT=@@CHARACTER_SET CLIENT =*/;
/%140101 SET @OLD_CHARACTER_SET RESULTS=@@CHARACTER_SET RESULTS */;
/%140101 SET @OLD_COLLATION_CONNECTTION=@@COLLATTION_CONNECTION */;
/%140101 SET NAMES utf8 */;

/%140103 SET @OLD_TIME_ZONE=@@TIME_ZONE */;

/*140103 SET TIME_ZONE="+00:00" */;

/%140101 SET @OLD_SQL_MODE=@@SQL_MODE, SQL_MODE="" 3*/;

/%140111 SET @OLD_SQL_NOTES=@@SQL_NOTES, SQL_NOTES=0 */;

—— Table structure for table test outfile

DROP TABLE IF EXISTS test outfile ;
SET @saved cs client = @@character_set _client;
SET character set client = utf8;
CREATE TABLE ~test outfile (
“id" int(11) NOT NULL default ’0’,
"t id" int(11) default NULL,
“a  char (1) default NULL,
"mid  varchar(32) default NULL
) ENGINE=MyISAM DEFAULT CHARSET=utf8;

SET character _set client = @saved cs client;

/%140103 SET TIME_ZONE=@OLD_TIME_ZONE */;

/%140101 SET SQL_MODE=@OLD_SQL_MODE */;

/%140101 SET CHARACTER_SET CLIENT=@OLD CHARACTER_SET CLIENT #*/;
/%140101 SET CHARACTER_SET RESULTS=@OLD CHARACTER_SET RESULTS #*/;
/%140101 SET COLLATION_CONNECTION=@OLD COLLATTON_CONNECTION */;



/%!140111 SET SQL NOTES=@OLD SQL NOTES */;
—— Dump completed on 2008-10-14 14:18:23
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SIRHEA I B AT, B HARRIL ] [ Oy B i B P R M 52 20 R
I B XFPE SeRIHE, BT AR SR 1 B0 2R 4 0 o o e OB ) — AN F &k
T AT A i R S S R O, TR R A T ST B R T ) o A — AN RN
U BATR L AN 1% H IR GRS DR o TS BAT I 0 12 G o e A b 2K o) g, 2 LA —A
IR, SR A AT AU MR, RIS TRAT & AR R B A 2, S SERets
P B BATTI 25 03 PO EA T AH R MR

FUIXH AR N, MERMOOZ T O, BT A RE R IR 2 B3RS A 2t A 7
W2 LK, L BB BRI SEARERK R, (HIEBA A A A REAE I BE 8 oAl
Frste s e ? AR T IR A T4 0 AT 2%, 2 A A BIBA T T P L
FERU I S IR 2 i BATT— 52 B 505 28 1) 3 TA T P i 26 43 B2 o0 T I A A RE 3
SR AL EE W BAI T A PR ARG, H A RATREZ N T 2K 128 ) DLE R s W B
R 1R IR A% R 0 P B2 AN B 26 1) Bt ) 25 43 B 221 A BRAT T (R VR A Dl L R N2
A IEAT R, BT e BRI — e B e . B IR B e A A
I 20— 20 BURRERKEEIRAT A CORANTAIW L BN RATR] REIE Ay B 20— ANl e xt
e, LA TR DL R AL i e SR (R S A2 AR B8l 2 % I 2o S A BRATT AT LA o o
ANMRRE RIEAT AR I

N T FRAT D B A E AL B, R ROR, e O R R A R, R IR A
PR AR5

AT E R R DU i, Bn il E R R, BATLAUL KR — S B LHLEL
TR (1 UMK AR IR S5 o AEVKEZ IR ST 20T, AT e B IR B % . (R
WML T —SFATNL, MySQL Pt D2 2ebemifn, MR E RS2 i B Ar
LA BRI T

PATTTTEE 5 ot I 1) B PR — IR A PR 4 A SO, IEIVE R R L B, B3
CL 28 2B 1) MySQL.

T A TA RS A, BRI NI IR A —FE, BT DU BRSSP g =X
(R 5524y B W SR AR AT 741 o

1. Zn 5 INSERT 14 (3% #5457

av HERUFA S, copy BIHEARRE H, W “/tmp” T

by AT WR A AT A T I AH DG 4

mysql —uusername —p < backup. sql

B el mysql R BEERE S, RJEHPATLN 4
root@localhost : (none) 09:59:40> source /tmp/backup. sql

o~ FEIVEE A R A AR BRI R, FRE CAFT A



dv AEJLASR A R AT N TR, R ANTT R A A RIS, 4 A R e
Wz Ja, BN AR AR SS T

2R LT T UL D BRI AEBRARE D EIE R AT FREATI, WERABUE AT
Ao ABCHEAE b D BRI ISR, JCIRGREEREAT &, BATE SCH SR R B DR e 2 A
SRV S ATHE? A FATMIPAEAT S5 ? 2555 WERBA T AL A 03 SO )
AU FATIZA A2 TR, BT R T o WERBA TR SRR IR, (ERAEAL
06 PRI A DL DB ZERT 5, o LR b (B AN IR, BB AR BT B o [RIRE
W BRATTIR B O TCI AL TIUY], &0 R 28R, WERIRA DA S b TAR R R L Fe a8 21
FAATFOLHTIA, WSRIEAT SRR 5 A0 4R, AT 50E — DA% B L 1 24 3 SR AT TR] R P 5=
BefF . BARHE RS R B AT RES LR, (R R /DA BLE MR, AR T2k
VIRER- SR

2+ URBA T A3 1) LURF IR 7 B 15 73 B R 2 Kl SCA SO
av S DA INSERT £ 03 SCAFBAT I A A S 3 i 5 I 221 P 46 43 SCA V8 et

by I RRRE TR B iy R e N W 2R

FHT 0000 2 5K G el BV AS N S SCA KR 46 00 SCAE I TTAF TG T LA AT 18 58 o A T Kl
VPEEHBIRE A, SRJEFF S ANEE o SR G BAIAR (1 VA AN LT 26— i AP S IR 11
b BBRsE A HEs

A TR S Z A, BATRPT A A SO ESE 7, Wk

mysqlimport -—user=name -—password=pwd test ——fields—enclosed-by=\" -—-
fields—terminated-by=, /tmp/test outfile. txt
%

LOAD DATA INFILE ’ /tmp/test outfile.txt’ INTO TABLE test outfile FIELDS
TERMINATED BY * " ENCLOSED BY ’,”;

Ja TR0 BT 4643 SCAF 0 INSERT WA s AR IR 58 4 HE T, Xt A Rk .

5.3 MEEHSHRENR

BP9 3RATT T T e MySQL FRIZ A6y, JRABC T — Nl SR AR 25 A0 R
B, AERX T RATHE i T L8 MySQL (LA 1

5.3.1 fHARER& o R E o EDE RS

75T MySQL (B 0 2 0, BRATTEEE T 1, fHa 8 E Bt ? BERE
PIBE G A S A MR 22 (R B AT L o 3t 0 [R5 A8 3 AR e AT TR b 55
AR B (KRR A S AR R IO A5 A A KR R (X0 B 0 I K 1R (1 P R 51
ISR 5473 o



Hga 2 ) BN 5 2 b B e R ) B S H S SO DU B B DA SR A . AE
MySQL Edli 22, B T MySQL R EE3A I —2L HIE SRR SR Bl SO 2 o, & — Tt
fil g% A DA AR PRI BN, AEZ T — RS “MySQL PBESCAFAL R H8ATE
GAT T —DEARMN A, A5 NI EATREN 51t LR A5 5 15 % 8 P L B 5
CHIBESCAE ), DAMEAE T R S RENSS 28 IR 1T A5 Fh A0t 5 | S A B 28 43 PO IR ik 21 e 22
AL 5 E A IR SR AN E 2 3

5.3.2 MySQL W3 %43 B 75 A

My ISAM f7fi 5| %

My ISAM A4t 5 | 511 B A7 £50d #0847 J3CAE My SQL L & b B ik @ 11 “datadir” Hagk Fo SEFR
AN TATAE F R & My ISAM A7fitt 5 | 38340 o FEARAT AT A7 1 51 5, B — Bl E AR & 18
“datadir” Hk RN CEFE RS S MEEEE nysql 2 —F) . 76 &5 A
H R —A> My ISAM A2 5 | BER Ao = AN SCHAAAE, 3 A e SR E5 b oo i) . frm” 3¢
fF, AFEREAEE) “ MYD” SCF, DLRAAER S IEHRE “ MYT” SCfF. BT MyISAM J& T3k
HEMAAE S5, Frohsefs A A HESCHE. BrLh My ISAM A28 5 I B4, BR T 4
% MySQL R ILAPBCAE 240, T B8 b =R SR T

Innodb f7fit 5 |4

Innodb 746 51 % & T 55 A7 51 4, i BLA7 TBCEA 147 B2 1 AT g 55 My TSAM A7 5| 4
HIANE, X FERRTIRA T Innodb 1) “ 7 AHSCHCEFTYOE . ¥R-9E Innodb £7 57 &
B Bl & 4 “ innodb data home dir ” . “ innodb data file path 7 #l
“innodb log group home dir” IX=/>HXAIBIFESE, LINFHI—5E Innodb [F1F
DA T PS4 “ innodb_file per table’. AVl —/NZHdEE T HIEFH ESCAFIAF
BATE, NS HYUE Innodb A& PLI 30 (A7 TR 38 7 A =2 3 2 18] J7 A7 2
o XIS EA AT H BT A W1 “MySQL 7765 EN-417 AT FHR
fiERE, AE MySQL HE 7 F M A B TR, B DLX U AR BRR T .

wmAREAMLH T =R EE AT X, 4 Innodb 7F 2 & & 0
“innodb data home dir” I “innodb data file path” Z¥HT X &€ W AT A ¥k 4,
“datadir” TAHN HdE E H s NI Innodb £E4 51 3L 1) “. frm” SCAF;

U FAT AL T A= 2 0], IS A FRATBR T 25 b = 8 2 1) )5 U i ZE & (1 B
HIXMZhb, BADETE &N “datadiv” PAINEIGEH X FHIFE “. idb” X/, &%
PERAET A 2R 23 (8 J7 20 F Innodb £ 5 R A . ATREAEIZ LA NG, BESRAE
AR A ], IRERA TN AT A B4y S =2 3R 3 IR) “ A 207 (R 8dls SCFe 2 JLsiik
IRZ N — AR X, DLy A Al S 38 23 18] [ I Tnnodb (1) BT 5 15 J8 3t #8 A7 i A2
“datadir” FTite BdEE Bk R “. ibd” SO SERR BIFASRIXAER, “. ibd” SCfF
FAE A R AT R B 8, KRG, Innodb jeFH S PEAEMHT I, fbe
% undo Ml redo 15 B 1K, MAE Innodb 48 F 1 A S0 S8 52 26 2% 8] 1) 75 R A7 it 20t
HH& M undo 15 5 LA S A ) — L8 o5 B, A AFIE “ innodb_data_home dir”



A “innodb_data_file_path” IXPANSEIT i FIEERE SCAFH . BT LLEAR Tnnodb R4 2R
KM E R, “innodb data home dir” Al “innodb data file path” ¥k & HIEIE ALt
ANELEAT ANEDL T FRATFE L2040 o

AN, BT BT SREEE O 2 A6, Innodb B4 [ CAEM redo {5 BRI S FH 45
(1) H &SR “innodb_log group home dir” ZHUr e N E . JrLAZEAR Innodb 4 BE %
WRE A UL, FABEHTFEAA “innodb log group home dir” ZETIE M7 E 1)
BTy H & SCEs

NDB Cluster {7 5|4

NDB Cluster f#fif5]% (LSt mr LS MySQL Cluster) [RIHBE 13 75 Z2 45 1 3C
PFEER—TF =2k
1. JoHdl (Metadata): A7 A WA A DL AR 1) 52 UM R
2. RHEAG (Table Records): 1FRAFSLFREIRE B AL,
3. HHSHEHUR (Transaction Log): HERF=Hos—FPEMEsEtt, LIRS R BT
TRENFFER.

A TBRAFHA A, IEJEEI NDB Cluster FATHRALIITELIBNLA O TH, i
TR =TT AN AR T 2547, AT EEA A3 AL =Ry SO A REAE) S — > 58 A R &
o M, MRMBCESCE, JUHORE Y ml B RCE AR B, IR AR 2

5.3.3 HAFMEGIEE RPE &0 5k

HI T AN R 5 B I s S48 O A BN B (COCA) FFA—HE, HARANMF A5 50 2o S
PR Bk R BAS—FE DT A7 6k 5 | BEAEREA T M LA 403 1 0 A 110 4640 U7 ik AT
Do R, WUERBA D B 0 P 3 i e 2 a8 40 ), FATT I ol B i AR
i 5, A ELA% copy Fr A Budls SO H 3G SO 218 A 7 BAF I AL BRI AT, AV S A
FOAEAH S BT LUK Rl T s ik i, SEBLR S, P LOX B AN PEAR B T

FERATTSE B A R, AR e AL BATT AT USRS H W & 0 OIS DK, AT
REAEHCH FE R PR 5 AT DL B R e s R ) o IR BA UG AR A BE A 7o i
FATHE XS A7 5 | AR ] 25 B B AR (RO DB 5k

My ISAM A7fifi 5 | 4%

T FRATIA AT My TSAM A7t 5 1 5 SCAF MBS B A, T HAS SCRFR S5 redo
A undo H&, Xt —BUE A ZR W IF AR, Bt EA My TSAM A2 5 3638 () B4 4
W R AR, HUEDRE My TSAM (A BESCAT copy HISKBIWT . {HJE, AR MyTSAM 76k 51 k1
FEESCRE, 0 SO — B SR A Innodb Z R IAEAH T 1B 4 724, HJE MyISAM
A0 5 VB R [l — R B ST R 5 SO Z A SR BRI . 4 My TSAM A74if 5 1 3
USRI EE ST MR SISO S, 2FRic iz T AT APIRAS, IFZRIREEAT
R, AR, BGOSR A S o Ha, RIMEEC A7 i 5 A B 0 i
SCARIR) SR ESRIFAER W 2], AT B S VA AN 80 2 FAE R e L e



(7, BT EABRATT 1 b 290 % 2 DR R B P 7 45 47 IS Ak PR R A b T — AN I ) 1, X g 22
SREATTL IR AE A3 My TSAM ESCHfs 2 PRI BESCAF AR IR L My TSAM A7 i 5 | 842 1S 484, X
IR AR S5, JEARA SO A 45 B RN AR B LE 5 4

MySQL A C3ftt 7 —ME AR mysqlhotcopy, IXAMFERFLE L TR &4y My ISAM A7
it 5150 . AT WRARA R T My ISAM Z A A ARG - A7k 51 3, T LlEd &iE 2
BCE, BUEMIRZA AR, RAREEE T mysqlhotcopy FEF 2K 58 UM M. I 45 AT 55, K&
ENGERPR/INNE

mysqlhotcopy db name[./table regex/] [new db name | directory]

ML SEAAE TR BATTEAE 2, mysqlhotcopy i T 0] LA A K 4, 1 5C
MRS, I AT DUE R IR R IE FORVE B LR AR R PR K4 3 BELe R . & & R T
S8 A PR R SO A8 T A 48 8 AR AT B BESCAT

mysqlhotcopy f&—H perl 4’5 (AT R, 32 BESEBL G B SE R b a2 il id 4 LOCK
3, SRJGIAT FLUSH TABLES Z01E, 1415 H O IR IE 5 G, 6% fsyne FIEHRHAS fsync
ARG AT 0S GONRIEH Cep 55D And, BT 2 0y 1R B 20 22 18 e A A B SO A
ST EIFR T 13 O HE A

BEAR, FeAT I a] DL e S ok s e A T L, AR5 B B R Ry Ak = IR S
AFPAT I EL Ay, HAESEROSCAT copy 2T, AREIE H NI session (KB H A H
IR, Wk

root@localhost : test 08:36:35> FLUSH TABLES WITH READ LOCK;
Query OK, 0 rows affected (0.00 sec)

AN H mysql, 7EHT 2 B R &40

mysql@sky:/data/mysql/mydata$ cp —R test /tmp/backup/test
mysql@sky:/data/mysql/mydata$ 1s —1 /tmp/backup/

total 4

drwxr—xr—-x 2 mysql mysql 4096 2008-10-19 21:57 test
mysql@sky:/data/mysql/mydata$ 1s —1 /tmp/backup/test
total 39268

“-rw-r————— 1 mysql mysql 8658 2008-10-19 21:57 hotcopy his. frm
“-rw-r————— 1 mysql mysql 36 2008-10-19 21:57 hotcopy his. MYD
“-rw-r————— 1 mysql mysql 1024 2008-10-19 21:57 hotcopy his.MYI
—“TW-r————— 1 mysql mysql 8586 2008-10-19 21:57 memo test. frm

-rw—rw———— 1 mysql mysql 8554 2008-10-19 22:01 test csv.frm
—-rw—rw———— 1 mysql mysql 0 2008-10-19 22:01 test csv.MYD
-rw—rw———— 1 mysql mysql 1024 2008-10-19 22:01 test csv.MYI
—“TW-r————— 1 mysql mysql 8638 2008-10-19 21:57 test myisam. frm



“-rw-r————— 1 mysql mysql 20999600 2008-10-19 21:57 test myisam. MYD

—“TW-r————— 1 mysql mysql 10792960 2008-10-19 21:57 test myisam. MYI
“-rw-r————— 1 mysql mysql 8638 2008-10-19 21:57 test outfile. frm
—“TW-r————— 1 mysql mysql 2400 2008-10-19 21:57 test outfile.MYD
—“TW-r————— 1 mysql mysql 1024 2008-10-19 21:57 test outfile.MYI

SR FFAEZ AT AT BIE iy 2 1) session Hfi il

root@localhost : test 10:00:57> unlock tables;
Query OK, 0 rows affected (0.00 sec)

RFERSER T — By, 1 HRFK WM SAFFIR DGR T, &40 kAT CSV 776k 5
B,

Innodb f7fif 5| 4

Innodb FA0f 51 T & FHSVEAEME 1%, A redo HENAHICHT undo {55, 1M H XS4
P SRR 58 B () SR AR EE My TSAM 227 4% AR 22, LA Innodb I7EZk (FRO PR a5 4 2
EE MyISAM 2 AR 22, — MAR M 15 R ()38 J LA T w2 ok e e, KRS8 % 1711 Innodb
TESM B AT TE o

Innodb 17 it 51 2 1¥1 JF & % (Innobase A ] JF & T —#K % A ibbackup R MV &4 8 4F
1S Innodb 71 5 1 50 I AE LD BE 244 DI RE o iZ KA IAE MySQL 7EZRIZATIFARZS
T, XEAEEEAE R Innodb £7fif 5 | RIEAT &4, AR T Innodb A7 5|41
.

HI IR AR IR B 1™ i, JAN AR, 32t Rl Rl
M, PreliX Bt A VEA A T, AL AT LU Tnnobase 24w H 7 St 3R A4
A FH F AT

NDB Cluster f7fi#5 |4

NDB Cluster f#fif5 ] 46t i —FK S5 MEAERE D148, R Tnnodb — AT redo Hi&. NDB
Cluter /i 51 % H Ol T &40 ThaE, W LLEII AR ar &S5 48R, =Nl & mJE
WA R -

TEL ML P BT

1. RIS 45

2. FEEHY AUEIPAT  “START BACKUP” iy 4

3 FEEEEN S LA AMIRA )G, AT S AN T B Y S P T &, JF
SR SN &G R

4y GE BT RS AR A TR A 2 AT AR AN A R ME— B LI IR A BT
PR . AR SRR a2 25, ST IRIAT % A

5y MITH BT S ARTE A I 2 5, BB A S RO A e A BER K i



H-T- NDB Cluster HI#fr, Wi MBI SR, HIHANRER &0 5E Ut &
R, LA s M E T “Ctrl + ¢ B AR T ke i WA iR, BTLL NDB
Cluster F&4E T AN Iy 2k W /T IEAE AT 0 & 0 B4, Wk
1. BT
2. AT “ABORT BACKUP backup_id", 4[] backup_id B2 [ A &1 i 2 1)
I T P A R A A5

3. EHER EAHME CBEHRRI &N backup_id” BBEEER, R, WK
(TR B SN | Ve TRED =P Nt B TR M TN ] VS

4y BRIGE T S A S K IR0 (R 4 A% 2 BT Bl 1 A T, AR JE M AN B Y
AUHH AR TR T 4R A s S 20, A ek ] “ &4 backup id Pl x
* kG . Bk, PR ERE .

3L NDB Cluster f#f51% B C& 0 i @ KIEAT RO )5, 20K B P 2 i) —=Ff
YAEBHES S A I 5 BT, B BHE = AR SR, KRB

BACKUP-backup_id. node_id. ctl, AL SGHIRIFE G EAMCEE s it &
WA R R e X O Cluster HAFTHER) AL A SIZ .

BACKUP-backup_id-n.node_id. data, Hdli#tn 3Crt, e e MR A BORORAF
FERATRLRE A, ANTR] R RORE ORAFAN R (0 28 03 B3t B A K 7 B RS i DR A (R SO 2
A5 IR WIEE TR R Iy, HARR Oy i BOCP R e s T SR MARE R, A R
1y RES IEFTR AL

BACKUP-backup_id. node_id. log, 55 HG#& 0 A& IS HF S ARSI
HAXORA? CAE &G P ORAFIOR _EIFESS, S BOITORAE 0 SR B A FF, DO AL
XA TR B I SR AR SR AR R

R S A U, backup_id SRR S, AREHESHEE DA
[R5 » node_id W& W& SCIF s AN Bl 19 1, Mo AE B0 SCARIR 266 SO
1 n R REWIA B

5.3.4 HAFMEGIEE B LIk R ITiA

M RREER—FF, AR BCH BN, b Z R & A R A 4T, W)
BRI FIE R A5 0 AH LL s R I L o M AT LR, D DA T2 SO BRSO (1095 DL, K 840 S
P95 VLB BRSO, R AT 1] S A R T

MyISAM f7fik 5|
My ISAM A7fif 51 38 iy T A5k, W BEA 03 1Pk A2t b e oo

USRI I A5 LA 2y B AR IS AT IR A 1 Bl e BN ERAE S A i Bk i A, AU
i B IZ A A EL RO I A ARSI DLy 4R AH L (0 K SO 52 16 1 0 7 o7 B A e
A SRR



IR mysqlhotcopy #ARHEAT AR L&A, 1T HAHSS I 84 5 BB il sk A
THARER AN R, JLUR B AT RE & 7 B S A I R A5 EORUHTIRE .

Innodb fFfif5 |4

X &G, Innodb A4 51 EHEAT W2 P w2 (R A AN LA A i 5 | 8 8eAT H 2 225
IR O BRSO LB SR A H SO S BAR R H s BAT o (X i i oAt
AT RAEITHEAT IR 847 AU B 80 AR B (R SRR EEAT T Blniisd ibbackup K
ATy s [RIRE L A Sl I AR AT R A T LA, BAR R 5 32305 S i 4R A T
WK AT, XA TED N T

NDB Cluster fEfifn|H&

o FAEHLA 4%, W 7R A A 5 R T K2 X 5], R — 75 B 0
Y A K 2 KD i 20 B 25 3 2 H SO AR )6 T2 PR B 7 w2 b, 5 WUV 3k T A o J bk
il

It NDB Cluster JTeftffis i & KAESM &4, T2 T K& 02 %
£ ndb_restore KT, ndb restore FARE 435 LU A AHOC )4 MG B, 1
H ndb_restore FKAFAZIAE HUA PIACHR T o5 BT ZY BEAT . BT LA SRl TR 2
DR, MAE TR EISAT 2 /DR ndb_restore. 11 H, XK@t ndb_restore KiFAT
ST, IS oA, e & E AT B FE R

5.5 &4 R

B RTTERE, TR IR, KT AT TR0 f 6 SN T A, LA 6
e R T SBT3 RO T

X T AR IS, Prifs 2R A A—FER, B ATT 2400 S AT 24T AN o
WA T N ASTE B T AR P IAR AR 2 N O 208 2 ORI T, BT T 6 0y gl o ZE RO AL
111 H e 2 A il 2 R A s BE R P o 2l o k63K, Sl i A E R, HLo)
SRS (12 FHBSCHE e o TR1 DA SR P LA g 7 i) pA) R 5 S i o B 3 A e ik
# R I, K2 P B TT R R AN IR S AT L. 9%, ZE BRI = (S O F
R BEXE DL B AL 8 1) 35 R B0 38 KRR A AN 540 DT AR IR0, Bl 1B m] DU R ) A 3ok
i, EETEIBE A PR L AR A A M RIR 2

R T AR e AR 25 R A R 3 5, K22 B ek B2 I 18] AR 25K I AN K, AT L
WAL A e BT B E ST DL T o BT UANE 2B it e @ e 1y, UM K.

MBA NGKAKT W] DARIEAS 7 it SRAN [ O i (1 LA Bk v vt th 5 2
(126 173 SIS«

Lo W FEORORAEL NI RS, Wl A E L& H EHUEE MySQL (1 R AT A



Ny, RGIRE T BT R, WREREA LARER KR Ik, RPN
P I i EWUAE—E A TR BEZ Y o SXANE 5 RN T 224K 5038 2 B AR S et SRk
s BORUIE G — R — A A LR -

2« R HEGGNFE AR —LL RN, PRI [ E SR A R R, D T QR E A
ANb EAF P AE LR R 26 3 AR IS AT % 1T MySQL, 23 e g — 5 A I 18] 9T A
BEAT — U, RIS RE /NN (B AR Sl A I TR B PRE ™ A2 i) — 3k H
BT o XA BARBA R — P TAEE T, B BRI E RS b . K
Pt EEAA IR T i 4 2% KRG BT kg

3y XS TR IEABAT KL I [0 23K, (HRAA B Hdn 2R N 75, WAL
BRI 1] I N REA T OZ Ay, TR SO AR R ) 3R . AR
AR A AN ) B 28 03 1) S DRI DR A 38 A 28 A SIEBLTRT o, T DL S8 AR R IR 5
J8 A AR I REAN S N SR AR 55 o

Ay R SR R I N O R R 25 N T s, WIS A Bl — MR A g ]
WAL R, AANT B ) H S RBEA T, RDh S 1 i SRR i I -5 A1 K
ZIMIEEK

TR DU Aol 26 3 SRS I LU AL A , LA S — D s . H I H S A B ESy
KRG AMRE &0 HEE 1R o 20715238 1 AT DU 1A S BRI S B 1R N 7 5%, 90
HH A8 AN [ 1 8 173 SRS

5.6 NG

BB, MySQL [R50 IR ARAGE RS, Tk b B — . I AR50
X PIELE R, SRR A 5EE . Bvb— AN IR LA (O AE 2 e B A e, —
ot MySQL —MEBCRMIEIE, W2PHAT MySQL A HI# FLEBAI el 1 245 o

IR, AT A A A, AR A R AR A RIS AT 1, I BEE 441K Zmanda
AW, DhRemt b A, AR ANKE 2%, FERDII MySQL Sk 113 1
AR AR 1M H, Zmanda [ IESRBAL DX A G 9% R B H .

AL, MRAENAT P2 B2 MySQL FESEbr N 7 st K2 AT Bl £ 6 Slave
PLEAAE A o AET EEAT & I IHRIE L Slave SREEAT &3 A AHE, 1y HiEd
P Slave BMIfF SQL £6F2, BITL Slave HLAHF ILATAER S NERAE, RG]
CAREATAE LA T S8 ARBRAT T o BT AR SEANES i FP R B0 AR AR SR R BANE R K



% 6 %= W MySQL Server PHEERIAHCHE

A& .

KBTI NN — D Ell PN AR S8 X LR Haie 122 I P AR g A A T Bl PR R R 58D 1Y
PEREIL 5 25 o Y BLAE AR RO 38 A 5 T, i 0l e I 28 458 18 K8 2 B 5 S e 3o i 12 B AR A
TSR A A S R SE B o T LABCHE P A BRI AR B A 7 50t P2 I D R 496 0 1P e R 5T
15, IXR AN A B s ) — AN EE . AHIRATHIN F AR S8 PE BE AR ) 56 42 DR b B3040 12 4 B
HEE AL B SR ? JAT PR R A T N AR BEAT — NIRRT, AR T g2 — L
P e AR G TERE SR SR Ee 7 A 5%, b RS R #% A N AR GEH BLPE B8 ) AR AR S BT, i
JRUA] BETE A R FIE a0 ] A0 B SR N RS

% B RIAAS R B PE X B MySQL,  1f MySQL #2437 502 WEB W, A AT L —> WEB A
MARG B, BRGNS EE R IR 2w NF DBA AR ZEI 2R G4, i
2ol e NI AR GEHH A AR BER PR BE A

6.1 El BRI HERERI R ND

AR e b (0 AE AN T REAE BEVH R S e A2 T 0 HE P SR IR IR 55, s i A2 ) B2 b i
Ko BSE, FEAREAE IR R R A REAR B, AT LETh RE M HE ) n] BEAEREA RGP 2 RN AL o
AMLEAT N P SR AR, ey o P el 2 b ThRg o ML, ROTAEBEAS R G 1 — 4> R
B, AR BEIIR B o

ANE BT SRAE BB IR H I

TR G BAR Z MR 0] BRIF A RARE 2 S, JOHRAE AR N GoR 3, vl e M LA s — AN
KIGG B . BIMfER A S A ATA N o TVEREARN R FRATE 2 Kk — A7 ko
A ?

By BT MAEATR I (BEEDIRET R B, NAZE SR AT RIS 4 A I H TR
W R AL TR bR, AT H B2 SR B H bR

B AERRRIH AT RS, NAZTEAL s T A BN, B AN, SRR RN
DL B HABATART 250 H A QIR BE N 5

FL WH (EEDReTE R B2 G Nz S AU CEE et I H RSP e (E,  BME
THELFEN 7 H B SR  k A 1H 5

F0U. BRI AR B Bk th— NI H (B DhRERT =R BN R TR . 7
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FIZhBE AT R GEH L R OREZARH IR AER -
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AR DI RE R, MBRBAT ORIRAA RS, BT SR AXA 5
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S RE, ANEAKE RIS RO, SR AR B AR K.

Ja, AT SHER PR DIREMRK TAES HE R, SOCHA ARAET S Fb ifieas, i a4
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AT IR LA ER, TR A AR RER AR MITH (E IR TLblhl, hRbaa
Al BEME SR R G IR LA IE I T BE R k. PTLL, BATH DG (R AR SEn) e G2 O 2%, i
SR K, A SRR FTRE I EACK I, (HORREAE IR R R, BRATTT IR (4 R STt 2 215 B L Mo
e AMXES A, MRS SBokBE . JCIE AL A G I DRE, AERTEZ A R WL 2 I
T EE RN, AORA T 2 PEREBIRE. ATREAE I R RO HERS , Bt e b B ok, Bk R
TSR PR A, 0 FCAS R G SR IR BE U FE ek oK

i H, BT RGEEIRER ARG, 455 ST RERTT Al RSO R IR, AT REAR 22 A RAR A
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PERERLS S 2USEM o 1 fn SROK L3 4 I ide 7 2 B P A8 L R A I Bt SR S ) i Bl ok 4
PEREB R LR, XA RERIMEREL I K T .

6.2 ZR4GEIH R SLIF M RE RIS ME

—/NWEB N R SE, HRBEATF Web N HFEFE (Web App) FIN JHFEF RS 28 (App Server) . App
Server ATREIEHIMNAEAZ , KZHELEH CLALHR M, KAt Ho2im g
T PR S B B O EAT AR, A4S, 1T Web App KHBAM #8424 11 2 ml M3V 45 355Kk BAT R R,
AT 2 o T RAFRATI AN Web N FHIFR P A T 0 A — AN FH AR S5 28R IR AN ) B V15 A R A 1k R IR 5
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PR ET . BB W5 T hE, R TRMG TR )G, & e vt ok i ) — R ILA



iNp RIS YEPENTE =347 () aa WD 4 (N aa i VAT (Al SRR e O (Al e U pUR = w ko A e S PN a7 A
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R FATSEBLS A LK

WREIN ARG B, ol e AR D RS IFHRMM, — A DBA A3 {12 TR IE NSRRI (51
FHREF ) Priil 28k ? SR FE B L 28X L%, BATRIS K SE N 5 A T Ik
REVHFED,  AUDURARTE F L AR ORI AT N 284 2 H AT BRI, AN Bt Ay 4
PRIEFIR, AN T RIS SEA o 10 ELBATT T4 18 11 2R K 2 ANk the - K 2 T A DG PR S84 o

FATVECHE B A7 TR i A8 A A e P PP A TR g 2

XTI RN SR UG, Ba Es2 — MR R RJT REAE R Py, A B A B A TR e 2l
FEd, AR B AN, I AR R, AR M I R 2SO S P s, Ik
e Z YRR “RERIEE, R R A e b o BRI T IR A% Aok U, B AR 2 IR AR —
AN A RS, AR I RSS2 IFE AT REATIR 2 &5 10 HL A 24T L T DBA A -4Ed, 1A
15 IR 55 FAR 2 IR T BT AN D3 5S84 30T AR SCHE Xl i i 126 (R4 11 AR 1 R 4
s ARSI AT BE AR SR A 7 S A R ok

FESEFRA NNy, BUE AR 22 Bl e o BA TR TR Z M ThRE,  SMibAR 2 JF AR T A Al 126 14
N AR T R 2 AR 22 9F AN KT 0 X PR RESE MR (K Tl B, g i 40 4 0 P69 20 Mo 120 B
F.

SRR b, DU JLSSEI A2 AN A 7 O A7 TR -
L b 2 A

W 1 2 BRI A B AR B b, S ) U s P R AR AR TR, S AN )
2 T SR (K A7 AR T FE B JE LAY CPU WS IX P LB G I s 3 AR ot — 2
AHOCI BRSO o IR LEHR K AR BEARA Z AR UL, W R BATEZLR AT ZEA SR, B e s
I8 RSB 2 1 A B R A
2. VKBAEHE

FAVREE, BN T IRUES S 2t GRS IG5 DL I M, A T2
WP AR H A B 0. TRL7K BA S S (1) i v T A7 00 P gl (1) 2 v () 508l 2 AN i 1)
#% INSERT, UPDATE A1 DELETE, Tfiifg—MEEH S AERNS 20 N HEE B 75 MySQL o, W22
FEE S IAE o 15, XA HAE = A SR BRI A o 1 0 SR FRAT 08 ok — 2 Bl A ) 5 = 7 A SR Ak
SEPUXA™ Queue BHEMIALEETRE, MEREK S AT AL

3. HRSCAKE

XFF5.0. 3 Z AT MySQL hitAs, VARCHAR 28 [ Bdls e K LA B 255 A1, WER TR ZEA 74 oE
KM SCAB G B A FBL FATTH0 U8 TEXT 288 (A K ATA70 64KB) 7B, L& K1)
LONGTEXT 287! (f5 K 4GB) o i TEXT 28704 i (1) Ab #1E fi 2328 L VARCHAR 2R R0 £k 1) AR B BB AR
RZ . M 5.0.3 BATF4G, VARCHAR R B ¥y KK FEH R 24 31 64KB T, {H 2 24 SEPr¥dis /N T 255
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R E KA T M JE Cache ML ?

XET Web WA, 3 BRECHE s B R AR IR, A L0 R s B AR DA A . X TR R
i, BATE AT 0 ZERE YT ZE 1) I AT B0 K0 122 rp 5 gl 2 W SR BATT RENE K AR AU AR XA 1) 78 03 3 ek
Hguimd N ]2 ) Cache ML Cache B AAEHT, X PERERITRTH € R OB 1, 10 HL i T2 s ik s »
X ARG PE BESE MR RO

MR, IS Cache ML T I S EAN M Z,  H 2 R IO S0 B TR I AN 2 W, o ey 5 38 ) T o
Cache F AL RGNEREAT BB HETHI A R 202 LB RE UL T 28, 1X LRSS LT & 50471
ZE— N AFERI B IE A1 Cache FEA K E = RFPERE:

FRGE A T C L SR s
T IR SE P B BB AR A, Ui R AR &, B LAARR IS S A7 Cache;
2. WERH P EAE B

BARTANE T =W 2R M B H P &as 2y ET7, HE R RGE MR P 2 Re e 48

RBIEAN R . WAR DA R F 200 B DG Beke 2. B RN — 2

P HGEAAT BAE N R G U5 ) A2 A S . pr LA - FEAE B Cache,  RZS Sy il 24

I R SE PR L — N SR T
3. VEEKH P AP E IS B

AR T AN AR I R s U5 R K, T BB AT P AT BRI A A%, (EARXT

TR, W TR, i HAT R HE—FEASKZ . M Ebay [f] PayPal i@t

MySQL [#) Memory ££fiti 5 | &S P AN PEA @ il B0 1) el S 0 B AT Tl RE A H R X 4315 B dEAT

Cache WIOME T HARIE I MySQL () Memory 74t 7| B I AMEFA 1ML Ge i L)Z1HI[F) Cache HLi,

fHIEFEX) Cache BRI & BA MY st 1 500 H 24K 1 1) .

4. HESER OGS B

P B HESEI I Ge v B, bR B R T B G v B . R B AN S S R, AR

it S OR, U A B E T Bui Ld G B i I g 5 S — I A R BB R . BRI

H5Hh B A e s R s R T et o LU, (R AT IRIR =2 5, [RIFE S FEA D %

Wio BEAREAE PEMR S5 28 M BE IR R 2 07, FA T AANBEIAE N - AH G W A7 Cache HTE?

5. HoAth—6y)y ) S B AR AR TR/ i
T X PURR R 2 A8, AEFRATTION 125 B R GE IR T 1 e i A7 S Bl SRR I AR T A /D
Vi I ARSE s . A, TRATTHAS AT LK RHARAT TR U o] B A% 31 Cache T

[u—y

TRATTFAI B J2 S DA A2 o K ] PPy 2

MUAE LSRG, — D BRSO AF HOSE BN — N 25 ST B, FEVERE DT TR 22 7 20 25
MR U EER S BATSER T AR ] 5 2% 2B RIS DL 7R 51

FEBATIR B R e rh, BUE S SCBL RN L R % B AR (BBEEE SR o 10 5KAHAD
(I, BERSAEAH R 2P I W A B 5 e IZAN T SRR G NAZ AT SE IR 2 FRAR 90% 1) T
BT R TREN e Tl N Py AP ok S T oK

1. Jiid “SELECT id, subject,url FROM photo WHERE user id = ? limit 10”7 5R5E—TTHIAH A



EESENSY
2. B 1 DL RESTT 10 MR id fHFRIZE4T -+ K “SELECT COUNT (%) FROM photo comment
WHERE photh_id = 27 SRS 2IEE5KAH N 0] 2 H0m AR 5 PRI RO 4 .

AN AT BB A4 NABR S T R (1) 7 26 -

1. A B i 58 4 —RE A D 5

2 MRk L4320 10 A photo () id, ML in #if) “SELECT photo_id, count () FROM
photo comment WHERE photo id in (?) GROUP BY photo id” —&%33%] 10 4 photo KT H R E L&,
TR 25 R BRI %

AKX BA E AN J7 e ql— B a7 F i LU

1. M MySQL /AT SQL $ ik, BE—Fifdak 5 58 11 (1+10=11) 4% SQL i&h), 2H _Fiffak i %
2 % SQLiEA) (1+1) ;

2. W R SEIREL T RE, B—Mh 11K, B 2K,

3v MWEHEZER) 10 #Ek G, IR BRI SQL 24 14N 10, 25—Mm s> 11 4k 10, 25 /N T45T 11
K10, 1 H A 5 AR 2 BB IE 0L A S R 1L IR

4. NEGR LB B W R E, PO PSR R &), 55 R —4% SQL iEA)4 GROUP
BY 4, LUA— Py R T T HEF o A A

5. M HIFE P45 RAACHIRE, 5P 11 IR& RN, 55 b 2 REE RAI AR, H25 —Fp
fift 5 S B ] gl A E A R AR IR 10 £

6. MBFHFEP RGO E, 5B RS —Fh 2 T —AN92E photo_id ML,

AT MEL L 6 msketl— M BE T RE M 2 H7 -

1. BT MySQL X} & P i BRI AC IR SQL AN AR RIS AN, #RF AT 58 T, XASIMETZE
THFEIR TR E A =ML CPU, IR A3 HLES — 7 S8R0 58 — P ST #E CPU I ELA2& 11:2. SQL #E )Y
AT VELEREAS SQL 15 AUPAT RE L R B ARE AE 1Y) CPU LLBIR 2 11

2+ NIRRT 5 E A BT AR AR A S T, [FIREE R 11 2;

3y R 10 BRI R N T ECE ST 1 1

Ay B RN R — R 2 RN AT PRI A T HE R LA, T AR AR, 2 TR
FEVE A REPRISRE T FH LL ) S LS, KA ST 20%, KT DL

5. AR 11: 2, (FJEEE Py 58 AR BRI, BRI 1) 1 BB
FEX BIA K

6. I FHRR S EOR AL B 7 T T 2 HE (3% 4 photo id [HERE FT W REMI A IR AR5 /N, EE A Lo R
J7-5 My SQL AH— R T 5 (1A EL BT AR I PR i 22 /b

Litr LImIZ 6 sitLEL, WATTLRA B E5E, WEBARGRIIEFERE, B P Ramicft T
PR G MAESERRIT AL R T, AR R AR . 1 E RS A, A
Tty SRAERE AR S DLy T W] RE2x LU SR — 7 SEm D %, JULIE A 24 1l 2 At P55 o v g x5 JELAL D %
Lo TFRTREN AT e 23 50 SI 50T DO G O R 825 7 R e il fL e 3 AT — AN St DALl 2 BATT RO R 6
FREXT SQL BRI E I FA RS M I, JFA—EREAR RS 4% SQL IE AT SEBLINTh g X T35 — A
JE PR, FATATAE A eI I s T R TARENRIPE RE AL e R SRR RS RENE H 2 IE, T3S AN S D AR A ok
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[aYay

fry5E i,
{EEEUIEZ

X B ATIEALA IR L MR I PR ] B2 491 R U W KU 2 S SEBIL I D 0] AR
Sz AT DUTR] SR 01 5 0 el AR IR 5 A A ) i P s o2 1 8 A0 SQL A A Th e i R L A
RISt o i T BB E 20 M 5 2 (K PR A SR S D22 S B SR AR P REV AE 225

[aYay

i ARSI 17 SQL ¥ 1 Z REXE e Bl P SR A R

BT ) R 2 T A CRRI L P 5540 SQL 85 i B Be s Bl i) PR JyR 2 21, 1k L RATT ARk o b — A
SERA RN . AEREL A DU s 2 WoRBER R A, BEAEEUR [ nick name, DLACHE LN NZE
CARISS

TR TS B L F U RS user, user profile, groups, user group

BAVCTE B W STk, — 4% SQL V5 AJ 4 e T 15

SELECT name, description, user type, nick name, sign
FROM groups, user group, user , user profile
WHERE groups. id = 2

AND groups. id = user group. group_id

AND user group. user id = user. id

AND user profile.user id = user. id

HARBATE AT OB W SRR 28— IR PP R E -
GG AT T B AR group HIAHIRAS EAFTATHRAL 54 1) nick _name {55 SATZL 0325

SELECT name, description, user_ type, nick name
FROM groups, user group, user
WHERE groups. id = 2

AND groups. id = user group. group_id

AND user group. user id = user. id

SRIGAERE Pl L b 25 FAEA 1 user_type $REIFE I user id 713 user profile KA HUFFHEE
(K25 405 B

SELECT sign FROM user profile WHERE user id = ¢

KFENAXBEE A PR (1) DX, PR R 5 5 B R ) DX A 128 BB SQL 2% 2 o 1 iy R )
SRR A S — AR X user profile RAANDERVIM CIEFEIM profile fFE) , i 10 1ji]
(R B SE INAE 20% /A7 o TR SKARRNIE, 10 BRAELEE0 FE N H R e h & B St I ot e JUHOE i A
DIRER) PV BRI iz, B —Fh 7 28 i fr) 10 H3 K2 AH 9 K1 .

T PATAH R SQL 3 Rt YRR 2

R B R REAN ANHBARHAE 2 5 AN I — AN R, (R AE N R GTT A R rp, R
X BGATAE . SO, T BEA R I TR R i 10 6 B O AR, LB T B
AR TT 5 (138 AR AN R P42 10 LA BT 3 1S o

Pl A MR H Pl B A, RAThRE T 2 A sk, 24 <o)
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DAAE “TH 7 ZURIIREAS “ITH” 1 7s WAt ity 245 22000 H BT E AL 2 AR LT A TREIT
IR, ARH RS AR CIUH 7 S RIS AN N B2, A AR EREL “TH
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BRIXH, BARKKNIZCLFIEIX LAFAER O A8 2 X R AT T 58 AR SaL
RS RN R [FIREIL T AT 2 — A R B LR R s KSR B2 a2 A S AR
FBIAAAE, T AR 2 RS TR, PRI RN R KR AR, 44 Review A
CITER R GRS, AR5 AT AT R FIFEA7AE_ LSRR TE E .

AR T SR T B e, U AEIA LT, il Join —IKGEML  RELEME
KT HADROIIHGRPTERE R . (HE RN T IRT S ARG PR B T, O SERr_E Al
S B R AWl MG RIPTHAT “I0H 7 Prig i “ordl” 4k (It H #GE R — AL .

AR, ATHER MRy S S TR AN RGN R, ) P SQL, PP SERE T IR AN R . IXFEAE
PERE LA BRI R ORI N5ETT T .

RS IX AR PR RE AL MR R T 5 T A7 AR, BATTEL 2 n] AT — YR AN T 20 n) il 3RAG T s 2210
O BRRe B, AR AL BIRIER A AR, BATAA A AR EREA T 2WE ?

SR, ATREATEE RGOS g T ONA RN 2 28 N 2 s ORI T AN R AR (sl Hofhgialy) , R
AFA I 5 A AT DUE R AERE N XA DY RE DU (SR Rl i S8 AT “ 0 dl” 2. IXFE
FATHAT LLSE AT ER Y “IUH 7 AR S e PR R T8 “ 0 4L” PRI, AT LS AT B i R
To B, R EENRORSHOR N B R X5, FTRES RS XA DY RETTHIFY PV R E, W
RUTIFFAGEARHINE, WA ATREIFA RIS, 0N ARG R AR LA prdom, iy HAR ¥
B LLATRE L A UHE, (ER A R YT ARSI b, P A BEA 2 BT o

AR A A T FRATTV I LA WL — SE S 2 S R RE TR A RE R, B T X ST I
Prati R A2 Ah, N AR GE B SEBL B v 0 R G PR RER UM P R S/ E. N IORBESIAE T —
SRR B DL B BEE SE AN 2 R (R PR RE ) AT R IR B 1 Do

1. Cache REEMIAEBIAI T Cache iy o A% T 3t A 22 U5 ) == (184 00, JIHBIR 2% T Cache
ARG RIEAEGEIBN 5

2 JEFEAHOm 0 R AR, X RS

3y XAl EAERIEBOER, RGBTk SR T 3L ERARS TP KRR 2 Join
WA, 10 MySQL Server 5% 4t 7E R GEH 10 1 EARIAAE T AL BE ] A I A, XS HBUE OB tAT
BORK AR

Ay R PR (R RL MO, R K RS IE S AT T SO R G a1 B b, 3 e e Bt
R SE, SEMR ARG R ERTERE, WP HEE R

5. M EBHARME ARG AR, KR AR O ST AR 2 1O BEUR, KR AN SN BB e
QRSN e

LA AU — S8 AR WSS, AEA AN S A B i e e IR 2 AN RO PERE ) R, AT RE



i 2 NG AT AN B o B A RET 7803 T IA BB B, (2 — HLIRBPEL P/, A ik
T, B R AW A A 2 T o

6.3 Query ERIN RS ERERI R M

BT — 15 AT 4 T W AR G A S D2 5 o0 B0l e I AR S AR PR RE RS, 3K — 5 AT TR 23 Ar SQL
AR ZE 50 R SR RE R o

PAOS TR AL KU, FEEE R SQL RIS X ERE A, (H2 B 2 K58 M vl e
AN NES A AR ML, B4 SQU IEAEILZ AL 2 Jm TR REZ2 57 th e & ANHTR] - BT LA T4
AEZE 5 A 2 KIS ) LA T A TX HA A b 1 BATH S A S BLRIFE DO RERI AN A SQL
FIEPERETT 2 P AR BRI 22 5 AR AR S5 DR, 38 3o — AN S TR P 7 8 R Xk B ATTFRD 0 B A AT N P B
k.

A 2GR e A R PR E AN R SQL TEA), AESATPERES THIAAAEZE 57 7 X HLBATISE A SQL T A7
Ha 12 P AT TSRO 5 B XA R R A A M AT T

2 MySQL Server LR R Client S AR K K SQL WSR2 Jm, S 2eid — R 510 17 i
Parse, HEATAINIIMHT. ARJA, MySQL il Sl AL @it (Optimizer) MR4EIZ SQL Pristid M 2 ¥k
PR MR G BEAT TH T, AR5 #5454 MySQL Ayt &5 B U AL RO B U 1m0 77 5, it
FATHULH “PATHRD” S SRJE PR I 45 2 I T T S 3 8 P A0 5 1 S0 DRI Eedfe . AR5
FRRAT AT R M B EATAH DG AL I, JFLL Client uifg T SR AR A b &5 SR AR IR [R145 Client i1 Y.
MR

e X HT UG BOE, SR FRATTE I ANALYZE  TABLE iy A1 %11 My SQL %o 2 (KA S B e Ao ¥ 2 & ir
RIG RN — L v h . XS EE T MySQL AR AL #8110 55 A AR w T, OeAk s B 2B s BT 71k
IR, B IR e Gt B o e 1 . bR b, 70 HoAh — SO 25 55 PR A ot A AR Y 1 48
THEE

PATHERGIIE ,  AEHR A PR, S ORI BE SO A AE TR 10, ol 2 it i) A7 B A1 1
Mo Tt Al — A et , A BATEIANR y 325 S I B2 — mU A AR IR, P o S A A T g
SR, P st AR X BTl 24 3ATT 7 £ EGe A v 2 0 58S 08l ) Ak
PRI AE TS (1 22 /b 5 St 1408 1 LA — M 2R R8s 15 O OR S8 EBRATT I B R, il 2 i
P SQL AT

X ME——/> SQL AR UL, Z83d MySQL Parse Z a7 i IS5 R AR [ 1, R Gk BAase, I
PAT T RIFEA 0 2 LOEE 8 1. TSRS 500 SQL B, 40 MySQL Parse 2 J5 4 1 45 10 45 K v g
S, BMERAL S 58— PR TS BORBEATIUAL, B P s I AT T RIB T e g e A —
B AT TG BRE A SQL 1R A e A M BT AE R K B2 N ER . L, SEBLIRESE 4 FEIK SQL 75
7], FEVERE LT e 22 ECRIOTERETAE. R, WERThRE A, M HZ MysaL itk itz
Ja PPAT Rt 58 4 — B AN ] SQL T AOFE BEUSTHAE 5 T W] REAUAT ZE AR/ 10 M RIX LRI AL 1 2
& 10 BHEAGIHE, JFAVEEE CPU BIHAE.



N EATRE L IS BAR R BRI BT S VE A R D RESE A R TP 4% SQL AETEREDT THI 1 22

g —

TR BUHEEAS group (% id b 1000 FHIHYS (id) , FHFBEFR (nick name)  FH /P51
( sexuality ) « H P& % (sign) FMH /2 4 H Cbirthday ) ,  Jf #% B o AN 41 19 B [8]
(user_group. gmt_create) RIATEFHESY], HUHHET 20 4.

IR 5
SELECT id, nick name
FROM user, user_group
WHERE user group. group id = 1
and user group. user id = user. id
limit 100, 20;

R TT S
SELECT user. id, user. nick name
FROM (

SELECT user_id
FROM user group
WHERE user group. group id = 1
ORDER BY gmt create desc
limit 100, 20) t, user

WHERE t.user id = user. id;

BAVERE B PAT IR
sky@localhost : example 10:32:13> explain
—> SELECT 1id, nick name

- FROM user, user_group

- WHERE user group. group_id = 1

- and user group. user id = user. id
- ORDER BY user group. gmt create desc

-> limit 100, 20\G
sekokskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE
table: user group
type: ref
possible keys: user group uid gid ind, user group gid ind
key: user group gid ind
key len: 4
ref: const
rows: 31156



Extra:

Using where; Using filesort

seksokekskskokestskokekskskokeskskokokskskokeskskokoksk 2. row  skekskskekekskskokeskskokekskskokeskskokekskskokeskskokok

id: 1
select type: SIMPLE
table: user
type: eq ref
possible keys: PRIMARY
key: PRIMARY
key len: 4
ref: example. user group.user id
rows: 1
Extra:
sky@localhost : example 10:32:20> explain
—> SELECT user. id, user. nick name
-> FROM (
- SELECT user_id
- FROM user group
- WHERE user group. group id = 1
- ORDER BY gmt create desc
-> limit 100, 20) t, user

-> WHERE t.user id = user. id\G

sekokskokskokoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

row skskskskslekesksksksiskskskskskeksieskskeskekekeskekeskekesk
1

PRIMARY

{derived2>

ALL

NULL

NULL

NULL

NULL

20

seksokekskskokeskskokekskskokekskokokskskokekskokoksk 2, row  skekskskekekskskokeskskokekskskokeskskokeskskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

PRIMARY
user

eq ref
PRIMARY
PRIMARY

4
t.user id
1



sekokskokskskokskokskokskokskokokskokskokokokskekoksk 3, row  kekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 2
select type: DERIVED
table: user group
type: ref
possible keys: user group gid ind
key: user group gid ind
key len: 4
ref: const
rows: 31156

Extra: Using filesort

PAT RIS 347 2

fiFt 7 S AT R OR MySQL ZEXT AN S5 Join (IRESFIFH 2 T R5], user group RAIH T
user group gid ind & 5| (key: user group gid ind) , user £ Al H & T &= 8 K 5] ( key:
PRIMARY) , 725 Join i MySQL it Where i385 45 AL S user RBEAT Join, dweJmidid HE 7w I
Join JE45 A “limit 100,207 4545 iR [0],

il S 1 SQL BRI 2] T A, T UAAT I RIS TR e — 28, B s nT UG BP9 SR AR
i % 1 —FEA R T RS (MRS e — ), $ATIHRIE R % T B LD user group 4
UK, Wt sei@id user group BT IS EIE S BHEATIX — R 104 AR Y, IS T SQL T
“limit 100,207 4455, RG5 user RIAT Join, FBAHNIEHE . XH AT HeA N M EEAE B &)
Muser group ZPTHAG 5 user K25 Join FIILRKATIFA AL 2045, 2% group id=1ITH SR,
MBAGERFEBZIATH RN E 4T, ZAT AR R0 U T AR Z AW A 1 20 Sl iipk
R[A],

I LA T AT TR, FRATTRT DUE B3 — iy b R ZE fluser £2 5 Join il
K MySQL B I G v B G B R 31156, gt /il user group FR[FIFIFTA L group id=1 fids%
B (RGN SEBREdE 2 200000 o 1758 R ZMPAT IR, user X2 5 Join FEHEHAA 20
., PIEAZEIRR, B AR, AR 7 Nz AT 53— R g7 %

I T BRATTIE L6 L A LB T 2 1) SQL SR AT I profile PE4IME B, SRIGUETRAT Lo AW .
T SQL 1EAYHAT T Y FE 1 B D 38 20 e P 2 TO R CPU,  FFLIIX HE Sk T 408, (%1 4 BLOCK 10 A1 CPU
P profile {5 5. (Query Profiler HIVE4IAN4ANSAE )G =15 AN -

JCFTIF profiling Bhig, RJG /0 MBAT AL T %810 SQL T4

sky@localhost : example 10:46:43> set profiling = 1;
Query OK, 0 rows affected (0.00 sec)

sky@localhost : example 10:46:50> SELECT id, nick name

- FROM user, user_group
- WHERE user group. group id = 1
- and user group. user id = user. id

- ORDER BY user group. gmt create desc



- limit 100, 20;

| id | nick name |
| 990101 | 990101 ‘
| 990102 | 990102 ‘
| 990103 | 990103 ‘
| 990104 | 990104 ‘
| 990105 | 990105 ‘
| 990106 | 990106 ‘
| 990107 | 990107 ‘
| 990108 | 990108 ‘
| 990109 | 990109 ‘
| 990110 | 990110 ‘
| 990111 | 990111 ‘
| 990112 | 990112 ‘
| 990113 | 990113 ‘
| 990114 | 990114 ‘
| 990115 | 990115 ‘
| 990116 | 990116 ‘
| 990117 | 990117 ‘
| 990118 | 990118 ‘
| 990119 | 990119 ‘
| 990120 | 990120 ‘

20 rows in set (1.02 sec)

sky@localhost : example 10:46:58> SELECT user. id, user. nick name

-> FROM (

- SELECT user_id

- FROM user group

- WHERE user group. group id = 1
- ORDER BY gmt create desc

-> limit 100, 20) t, user

- WHERE t.user id = user. id;

| id | nick name |
| 990101 | 990101 \
| 990102 | 990102 \
| 990103 | 990103 \
| 990104 | 990104

| 990105 | 990105 \
| | |

990106 | 990106



| 990107 | 990107 |
| 990108 | 990108 |
| 1990109 | 990109 |
| 990110 | 990110 |
| 990111 | 990111 |
| 990112 | 990112 |
| 990113 | 990113 |
| 990114 | 990114

| 990115 | 990115 |
| 990116 | 990116 |
| 990117 | 990117 |
| 990118 | 990118 |
| 990119 | 990119 |
| 990120 | 990120 |

20 rows in set (0.96 sec)

BHE ARG profile fF R, WIRIPATIIPIAS SQL TEAJIKHAAT profile F R CLILRK TR T

sky@localhost : example 10:47:07> show profiles\G
sekokskokskskokskokskokskokskokokskokskokskokskekoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
Query ID: 1
Duration: 1.02367600
Query: SELECT id, nick name
FROM user, user_group
WHERE user group. group id = 1
and user group. user id = user. id
ORDER BY user_ group. gmt create desc
limit 100, 20
sekokskokskskokskokskokskokskokokskokskokskokskekoksk 2, row  kekskskokskskskekoskskokskokskokskokokskokskokskokokok
Query ID: 2
Duration: 0.96327800
Query: SELECT user. id, user.nick name
FROM (
SELECT user_id
FROM user group
WHERE user group. group id = 1
ORDER BY gmt create desc
limit 100, 20) t, user
WHERE t.user id = user. id

2 rows in set (0.00 sec)

sky@localhost : example 10:47:34> SHOW profile CPU, BLOCK I0 io FOR query 1;



16 rows in set (0.00 sec)

sky@localhost : example 10:47:40> SHOW profile CPU, BLOCK I0 io FOR query 2;

| Status | Duration | CPU user | CPU system | Block ops in | Block ops out

| (initialization) | 0.000087 | 0 |0 \ 0 | 0 |
| Opening tables | 0.000018 | 0 | 0 | 0 | 0 |
| System lock | 0.000007 | 0 | 0 \ 0 | 0 |
| Table lock | 0.000059 | 0 |0 \ 0 | 0 |
| optimizing | 0.00001 | 0 | 0 \ 0 | 0 |
| statistics | 0.000068 | 0 |0 \ 0 | 0 |
| preparing | 0.000017 | 0 | 0 \ 0 | 0 |
| executing | 0.000004 | 0 | 0 \ 0 | 0 |
| Sorting result | 0.928184 | 0.572035 | 0.352022 | 0 | 32 |
| Sending data | 0.000112 | O | 0 | 0 | 0 |
| init | 0.000025 | 0 |0 \ 0 | 0 |
| optimizing | 0.000012 | O | 0 | 0 | 0 |
| statistics | 0.000025 | 0 |0 \ 0 | 0 |
| preparing | 0.000013 | 0 | 0 \ 0 | 0 |
| executing | 0.000004 | 0 | 0 \ 0 | 0 |
| Sending data | 0.000241 | 0 | 0 | 0 | 0 |
| end | 0.000005 | 0 |0 \ 0 | 0 |
| query end | 0.000006 | 0 | 0 \ 0 | 0 |

| Status | Duration | CPU user | CPU system | Block ops in | Block ops out |
| (initialization) | 0.000068 | 0 |0 \ 0 | 0 |
| Opening tables | 0.000015 | 0 | 0 | 0 | 0 |
| System lock | 0.000006 | 0 | 0 \ 0 | 0 |
| Table lock | 0.000009 | 0 |0 \ 0 | 0 |
| init | 0.000026 | 0 |0 \ 0 | 0 |
| optimizing | 0.000014 | 0 | 0 \ 0 | 0 |
| statistics | 0.000068 | 0 |0 \ 0 | 0 |
| preparing | 0.000019 | 0 | 0 \ 0 | 0 |
| executing | 0.000004 | 0 | 0 \ 0 | 0 |
| Sorting result | 1.03614 | 0.5600349 | 0.428027 | 0 | 15632 |
| Sending data | 0.071047 | 0 | 0.004 \ 88 | 0 |
| end | 0.000012 | 0 |0 \ 0 | 0 |
| query end | 0.000006 | 0 | 0 \ 0 | 0 |
| freeing items | 0.000012 | O ) | 0 | 0 |
| closing tables | 0.000007 | O ) | 0 | 0 |
| logging slow query | 0.000003 | 0 | 0 \ 0 | 0 |



logging slow query | 0.000004

| freeing items | 0.000015 | 0 | 0 | 0 | 0 |
| closing tables | 0.000004 | 0 | 0 | 0 | 0 |
| removing tmp table | 0.000019 | 0 | 0 \ 0 | 0 |
| closing tables | 0.000005 | 0 | 0 | 0 | 0 |
| |0 0 | 0 | 0 |

BAVEFEFEPS SQL PAT I 10 14 FE, WE XA T “Sorting result” , FAIMH]
Jst— " R T AT VRO B, PR R T R HE R I S AL R, HEE S T R
BH B A 20000, —NE 20, EFANXHL) profile {5 BMI&, R ik 7 R
“Sorting result” ) T0 {H &5 —Fifif k7 0T 500 5.

SRIG KA CPU JHAE, FraEEFET, WHFER AN ZE “Sorting result” X—Ii, %
—ANMHAEZ IS AR L 10 SRR ZE SRR

450
it E T A hRESE A RN SQL B A) AT v oA, A RE R S B AT e 1
profile B4 E, HUER] T 28 Al Iy A T20 P %o RN 4 192k
Wik, R UE] T BA T I AT T RIBEA R E T SQL iE RIPERE

6.4 Schem it RGEROTERER T

BT R, AT T 18— EEE T R G BRI N R S A SELA R e 5 8
P PEAZ LI SQL WA RGEVEREAIENT o AEIX — T RATH M — N RGBS B R SE ik
RERMT, SEAEAR— sl AU R % (K Schema B vhXS RELVERERI M.

FEARZNE R, B Schema Boit&—PFARR Tl S0, LKA R GeBE vt I A OGS AT
GBI AR A L aT BT o RGO THEhE LM e 53 i, FRARYE Bt 4 v =X
ROREAT YA, o — v e S U, A e F T .

Ky Schema BEVFH AT U1 LI PT UL AIZ AT A2 ATRHER B E SRR, Bl Schema Bt
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PEREDL AL I F B R A3 AT o] ] e T30 i Schema, BT LA FLRT IS S AN A 28 S o] SR e o RE AL 57 (1 25 dis
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HoRMEE: —AMERRTHE X RS, FHEAA M, A4, AR KO =i AT
BT 1 i BT ) Bl (3R 5
2 TREAFIBOY HUE RAERUE P S AR RINE



3. WEAFHORAE B,

[RIE
R R AR SRAE U P a4, P 54156 R LS A e b1 s B

T
user FF#:

| Field | Type | Null | Key | Default | Extra |
| id | int(11) | NO | 0 | |
| nick name | varchar(32) | NO | | NULL |

| password | char (64) | YES | | NULL |

| email | varchar (32) | NO | | NULL |

| status | varchar (16) | NO | | NULL |

| sexuality | char(l) | NO | | NULL |

| msn | varchar (32) | YES | | NULL |

| sign | varchar (64) | YES | | NULL |

| birthday | date | YES | | NULL |

| hobby | varchar (64) | YES | | NULL |

| location | varchar (64) | YES | | NULL |

| description | varchar(1024) | YES | | NULL |

groups A«

| Field | Type | Null | Key | Default | Extra |
| id | int(11) ' NO | | NULL \ \
| gmt create | datetime | NO \ | NULL \

| gmt modified | datetime | NO \ | NULL \

| name | varchar(32) | NO | | NULL \

| status | varchar(16) | NO | | NULL \

| description | varchar(1024) | YES | | NULL \
user_group KAK:

| Field | Type | Null | Key | Default | Extra |
| user id | int(11) | NO | MUL | NULL |

| group id | int(11) | NO | MUL | NULL |

| user type | int(11) | NO | | NULL |

| gmt create | datetime | NO | | NULL |

| gmt modified | datetime | NO | | NULL |

| status | varchar(16) | NO | | NULL |



group_message VIRl 1.

Field | Type | Null | Key | Default | Extra

|
| id | int(11) | N0 | | NULL |
| gmt create | datetime | NO | | NULL |
| gmt modified | datetime | NO | | NULL |
| group id | int(11) | NO | | NULL |
| user id | int(11) | NO | | NULL |
| subject | varchar(128) | NO | | NULL |
| content | text | YES | | NULL |
(K AEPIE St
user F3E:
| Field | Type | Null | Key | Default | Extra
| id | int(11) | NO | 0 |
| nick name | varchar(32) | NO | | NULL |
| password | char (64) | YES | | NULL |
| email | varchar (32) | NO | | NULL |
| status | varchar (16) | NO | | NULL |

user_profile M/ @R (i user —— X)) -

| Field | Type | Null | Key | Default | Extra
| sexuality | char(l) | NO | | NULL |
| msn | varchar (32) | YES | | NULL |
| sign | varchar (64) | YES | | NULL |
| birthday | date | YES | | NULL |
| hobby | varchar (64) | YES | | NULL |
| location | varchar (64) | YES | | NULL |
| description | varchar(1024) | YES | | NULL |

groups Al user group XPANFRF T E—5848—FF

group message VR4l 13:




Field | Type | Null | Key | Default | Extra |

|

| id | int(11) | N0 | | NULL |
| gmt create | datetime | NO | | NULL |
| gmt modified | datetime | NO | | NULL |
| group id | int(11) | NO | | NULL |
| user id | int(11) | NO | | NULL |
| author | varchar(32) | NO | | NULL |
| subject | varchar(128) | NO | | NULL |

group message content M TFHNAEXR (x5 group message ——Xf[)

| Field | Type | Null | Key | Default | Extra |
| group msg id | int(11) | NO | | NULL \
| content | text | NO \ | NULL \

BAVICH LI — F AR T T4 Schema [ 5o K0 = BEARILLE TR 55, —ANX B &7
group_message RH AN T author FEORAFHORMAEE FIVEFK, 5 user KM nick name XN, 5j4h—
AR MBI ZKs user KA group_message RKATIFEC T HANK, KRR AAZE—— XMV

TR THELWIT R EELI L, HARERINEES T 24, AR5 21E group_message T ILRAT
BT AEEWERR . BATRE T, —MHeX RS, UhEZ Kt 4 ? REBRFKHSIRG LM
TARAEA L U o TR AR A 2 0T e R A B oK A group_message R, [R]INFIG F AR
JR IR — i FH P e (WERR) SRE7R . $BUER — MR Y7 ZE R W THK) Schema,  FAT Tt 7 2
PAT AN T IXFE 1 SQL 1)k AT 25 -

SELECT t.id, t.subject,user.id, u.nick name

FROM (

SELECT id, user id, subject

FROM group message

WHERE group id =

ORDER BY gmt_modified DESC LIMIT 20
) t, user u
WHERE t.user id = u.id

EE 58 iR T ST ST SQL s AR, W E
SELECT t.id, t.subject, t.user id, t.author

FROM group message

WHERE group id = ?

ORDER BY gmt _modified DESC LIMIT 20

PIAS SQL AHELHE, KRR WA M EPLHED 1, 28— W B SR B EAT Join,
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TRTAEUEANZ 2/ T

AT, TS AN R group_message RIS — KB “content” , I FEITAY
TR TS AR LG AL B, ARAEIX G RGP PATBANE ) SQL 2 — o 58 A e Eix 7
BEITA7 U B, AEGE B XA SQL X IMEMEIA VT W) group_message K HIEHE, FrlhsE—4% SQL 7544
PR LIS AR b o T BN S B AT R A

FERGEHH L Bt 1 R 2 PO R 1), F 2 K 22 Bt T P it 22 1 L el 6 L2 L (R LA 2
AJEPE, W id, DERR, M, RS, WFESE, TRV SRR LA B A B RS, ey
R SQL 15 AEIZAT I I gl D Bt (A R, IR i PR RE

TREA NS EAT, ERA TR — AR PSR AGIN,  FATT 3 R EE Y7 1) 4 o3 I 2 (45 B I %
PEREAN ML AR 7 T2 SR, 0 TIRSSTE 207 ) user [ sign, msn 8% J50R L F; 2R AT LLSE L
(K] SQL K, DUAEHRHT ZEM 4% SQL RS, PEREMISE S A PTRRAR, (EUZ TN RAR S X I oRIG
o R BUR PEVE AR s 10 LR (2 5 R AE A RGBT AT R EL B AN ey, B DUR AL
B R PEREAD 2R S b B BEE e/ TR F0A SQL BT 1548 SRt s, T BASE A AN AR O

6.5 FEMIREXT ARG RERIRNE

FEAEE Z [ WP AT R > ORI R GUH IR B RGENERERE M, X — R NR S
REA SRR I B A AR GERI M, I INESCHe P2 IR 55 s SE AL A R A L84 PR A e A il

AT — AR GEMIE A I B A2 PR REA B AR H AR, X B ARRE A7 AR AR
TIEM . ECR e N R Geh By, A A 5 AR RORIFE R G P A (ke T AFERED R e
BAECLY TR 7 o PTAAER ZHOAEE T, Bl IR S5 a8 LML (BE EHUERE MPEREAEROCREE vk
E T AN RS PERE

WEAR AT A e L DRI B 2, e R B M A o Ay B, B e A 5545 L ALK 2% 820
REAE B 2L, A EE A 0 AR PERE LA B P I EE B i 22 /D, DA RE RS ORI L L 51 T B 173
(R UL D it 2 L. (ER B AR N 5 R RS, A AR AR — g A iR I w] LURHERR )
AT R,

MR, RFWA AT . BLARBAWIRNE AT AAER 0 %0 T8 FATT B e e e e — > SE AL #5350
SIREAT, ARRARAE S RN, AR BB AT — AN R AR SO (1 S ) w] DA 22 11

G, Bl ENUSAF R T, B AL TO B HARAN D, B DU 2 EHLA 1O PEREH 52 2
i SR I — AR, X ANVE R A SRR Bl A N A G T . AN, X HL TO PR fE)
ARSI BERIREAE 10, it EHLRIAEAR 10 PERE, 2 EHLEEAS T0 REEMEMA 10 PERE. 1M 10 PERE
ARG T RAGr AR, — SRR AR AL TO U7 ) RE, @ AT UL TOPS Kk, 3bAT —Most 2 53
PRI T0 S, AR IATH U 10 Rk BN goE 10 PERERIE L 2 b A N AE T oE,
SR LG A 5 10 AR



Fe, T Bt P LU N R IR A5 4 A B, BRI AR PR 22, B 1ML L Bt 23k
TSR AR b, BT LA PR LU CPU AL BERE ) B ANRE B AL

e, BT RO R ST B Al 5 A N R 1A A8 L v A 3 £ Bt R L LA A SR 55 s
%, BT UK ML 9 25 e 25 (R P et n] BE & 1O ARG

H1 3 F X = S A 2 S i s I B RE A e T2 BN 3, AR AR A 8 ol P RETILASI) JL A 2 MR
%, LA S ATTIE 0 A ARSI FR N AN RT SRR 0 BT, PERE X E 45 X = SRER T (B A ik 2 gt
W

1. 87 OLTP I 1 &R 4%

Xof T2 R B R R G PR R Bk LI OLTP &4, HAF R ek sk, i eibigz, HE
R ) A Le e b, HoUs in) s bR L, TR R o SR I LE A O K . R IR R RS
B e s lr Fog ot g, LU, S NI R B SR A d s 1 o R A AN 7 ) AR
AN

BEXT EHIRX LR A, AT TAr LOSE OLTP (R4t — AN KE Tl

BARARG L AR RO, HJE RGUE R B A2 8 S = b R K, IR A AT a] LU L 5
RNAF BRI AT RED RS R cache BN AFH;

HEARTO V7 IARH S, AR BRK YT IR R8s 8> HAR B A A DO A ik 1 22K 2 TOPS 3
DUEARSEE, AR,

IR AR, CPU SR PP T AL B SR AR AR 2, BTLL CPU AL PELAE ) if 2 LU B iR 2D 5

BRI R H B R A RN, ER A EARR IS, PrLl NS % i Ag b
(1194 2% BE 26 XU e e ) SR AN RER 5

2. HIH OLAP N FH &%
FHTE 20 M 1 OLAP ZR eI 32 By st 2 B i AR K, R Vi mANZ, (BRI P R R )
s tbie 2, i BT AR RO RS, WA K B IS R A

5T OLAP JRGEI & Ae RUNUAH R IR 207 156 OLAP R GERE AL IR R BRI 4n

AR K, PTG R G B A T B K — 2

BRI B RO, T ELUG B Le RS, B4 10 RGN T RE LR 2 752 S v RE K R Ab
10 ki, it DA ik R b i o] B K A s

BOR 10 PEREZER M LR A, AR IFRIE R D, il CPU AL RE JJ B A PEREMET,  Fr LA CPU Ak
PRRE WA AT RN EEK

HARBRUCHE SRV ] SRR, A2 AT IR B KA IR RIS & o, e 2R [R145 K 7
P AR N, T LRI P AL L 1R X 244 4 25 BER AN K i s

Ak, BT OLAP R4 i T HARRKia B K, nTDUREF T4, FTCA—% ) OLAP REH0 & £
G BN R —ANERE, AR B N2 8] 1A 28 B — ok UL R H R0, BT LAE S
FHLZ AT ) % 152 % SR AR

22y

I

i 14

3v BR T LALLM 2 5h, i SRR IR N R 48, AT K BRIk, (RS
35 SR S IS, iy HORHE 0 B oK o W] RERERD 5 23R A BT HE LTGRO SRR i



L, FTRERHS AT A LA LB R SR B], 3t LE T %8 (¥ DNS 95 2 XA
%5 o

BB RN, HE VTR, BT ARl DB BRI AR cache AERHR 7> R EiHE , IXRENS Ik
UEAEH R dr oA, WA 10 PR, B ARG AN 2R i ML RE I 5

FHRRAFF IS, Loy ZERGR 1 CPU A PERE ) 4 AL BE;

HARN S Bl A B AR R, ER RS B, SRR B AR AR, (HE ek
T TR EL LW T .

FEARZ NER, PERERIMRAYE SR M MERE RO I IR . (HSERr b, BEAFIE RE L BEAERELEB B &
GEREF EARANE R M. S IATIK) CPUALFERE N LW, 10 REAIALBLRE S AL UESRIKIN AR, Wi ZRIAT]
K9 E FH ZRA AL 55 SEBANE AL, — AN ASRAR] 5 (0 SEBLARS SRR 2 AN TR IBIAE H 20K, I 145 (1 A
PEBBAT L, BRI A B R 5 S AEIT ). JCHOR A 20 55 R Bk AR A BN, i
JFE Schema Wit (AN B, — MESAERGH X Pr AR Z AW IR, RSP BRAAEH] 7 AR H 2% 1
Query ifih). ZEFH EHAPBERILZAE D RY, ZRGGS LRI B —DIH & BRI ZRS
WANEATAE— 5 Del12950 [f] PC Server [, AHH —EHIQAARGWINARE, HHEMRS 4 L RS
KERGIFEN (RGIFRARKARD o Ja KA F i 2 LRI AR Stk I T R ek g, EAR
P E SO, (AR e BRI ER T, B 75 Sun [ S880 /NUAL, FHL CPU IALELRET) /D2
JEORHLAR T 3 A5 LA L, A7 A B Geth AR P A i A 8 jle A5 ] EMC 18 TR T 774 CX300. P AE R TIBirB»
RILAGEERNEREBAATATIIET, S 2 T S AR (K4l

FIrEL, (RN AR G PR E Ty T, AT % 2 P — AN B IR R fr s R S E A 2 fe s
(K1 JEAGEUREMEBEIOBLY, RGVERERl e S llr. T H, BEFRGEAL B2 Y IR, W
RBAT R (0 Ay B TR R e R LR RE DL, A AT — A2 18 B E a3
BPIIAR,  HAT 2 B At S5 TR T .

6.6 /&5

HARA T JE LI MySQL Server PEREMIAH G 2K I 041, (HSEFR FAR 2 AN Tk 2 5088
FEN R G038 o Bl e B AR A S0 T 508 e N R e b (B AP B A s IR IR RF AL
FH 2 I FH AR S0 LA B 1E B 5 R S5 A B PRl A 1 M 75 SRR R G S8 ) Jol 55 s BRI LAk, AR 5 A 2
JIE Schema Wil IIARAL, SRJGA & Query WERIMIILAL, S5cJa A4 2 0 A B4 B 5 () —Lefifb . Wit 2
TEL, TR REMMEREAL T, R4 23 Lkl oy B LA E i iy ke pe i ss, vl
DAFS M AN )2 -

RN 4EHe Sk 55 SR s 55%

Query WHRJIFILAL: 30%

B B S i 15%

IRZWHE, K E BIER PN 2 40 1 B S0 H I0AE 250 e D7 T, ol A S 00 e 5080 2 PR A ke i
e, HANE DBA ST EREZ AT T AR, X Query WEAIIMALZ A RGHE, 508 AR XEAR P IEN R G 11
REll . JRERAE T IR A S IE R B A PS5 AT

FrCL, B EN 2 mith, SEbr B —ANTREZ TS, 207 A Be = AR A
g . ottt n LA I R I — A ke 1] B 0 WS £Aa e N Rk R At AR SR & 3L,
RGN A, B SEIRG AL, AR B AL .



% 7 & MySQL HuEE8iE vl

I :
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Xt MySQL P A doe by U2 (A i 5 185 MyTSAM AT Tnnodb 5 F AYBIUE HLTEEAT BN PEARFK 734

7. 1 WsSQ siEHHIE I

Bl PR AV AL 7 B A B o 1 ORAIE B K — S5 i 4% A S B A E O R U7 1) Uy 1) A2
AP FT BT I R o 0 TAR AT Bl e PR R v o 2O MM I BUE L], BTEL MySQL ARt ANRE
B15h. MySQL a2 i T30 8 5 B0 5, AP AE 2 B A7t 5 1 5, BERIAE A 5 BB E R 1R N T3 5
RN —HE, D5 TAAL 2% AR RE N 5 5 BT SR, A it 5 1 58 AR B (L RIATS A DA 2% 18 P TG PR AR
WA vevt s B LAt S B R B0E ML AT B DO .

EMRIRBE, MySQL SA7 i 51 A T =Fp2RA () MBS Ar9emie, TUgBiie fk 4
o FIIFATISEHT— T MySQL 1X =R & IR R 25 A 1A %5 BT LE

® THHE (row-level)

AT 0 B K TR AU 2 B 0 G R ORE FEAR /DS, 02 T 88 KBS 2 B A e S B P 8 ke
P /NI o BT BORLEEAR /DN, P AR AR B TR IO 2R B s, BRI 45 T N R P S T BRI
TR AL FREE 7 i — LT B T R N H R GE R AR PR RE

BARRENSAE IR AL BERE S LT BORIIIL S, (HRATRA0E It ok T AN DB . B e BRI
RIBURLEEAR /IS, BT LARRR SRR I A S S 2, R E B AR WA K T Bk, 47
PAOE B oy AL

@ FLJiE (table-level)
FATHBE A, RPN I E A& MySQL S A7Aifh 5 | 28 A e KRk & IR e MLl o 1B MLl i K



R T SEBLZAART T, ORI R G R o BT DLRIBCBURIRE U BEAR PR . ey TR 0 —
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28R, B U FEE R BT SR e R IR A7 T S gl st A o R U R B e, BUEIRRE R
AEELD

® i (page-level)

TURAE A& MySQL o BUBARE IR — il e 20, A8 HOAh 280 122 A B rh i O AN I KW WL o DT Bt
S [RRF RS B8 BIORE BE A TAT e 5 RG], By LIRS e B 75 SE 00 S0 U T4, LA ST Re Ik
HRACBLRE W AR R T Bl =& 2 0. 5346, TBie fTgesie —rE, S RAp08 .
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KA AP RCR BRI 1, SEBLAE S BORBR 2% . AT, B B0E BEUUBURLEE (R0, W R R PP 1)
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E T

MySQL P skt ()8 s WL 32 B2 ol T I eI 16 g s e (1) o 7Edseb], MySQL A S vh — M se 4T
TR R BE HLE], i HAE 0 MySQL B, MySQL (P47 514 (My ISAM A1 Momery) [
WA R AL AE “ATATRAE R — I ZI# L RV AR Hoyy ) CRESED 7 XFE 2 L. (B2, B
5 MySQL AW 583, REEAKICHE, 76 MySQL3. 23 JRATF & K%, MySQL JF & N R ANEAE IF 2 B
P A ABATT AR I — N ERFR IEAE BRI IHE, o) — ANERFE n AXAHZ R AT insert #21EM, H
ANk HU g INSERT 258 SO B B . X a2 M MySQL M 3. 23 RRATF LR H (I FRATT T Ut 1 Concurrent

Insert,

I Concurrent Insert ZJ&, MySQL [FF RN RAGAME R Z 0T RGcH FI8 e LI Th g, H21Y
LRI T X Concurrent Insert MISCRE, JFBAT BN HEARSEN) . W RIEAALZSG, Fi% BerkeleyDB
RSV G I, Z A BE MRS R T BRIk . KR BerkeleyDB A7 M 5| 2 I 152 A4 My ISAM A Memory
AR B[R] — I ) VR B — SRR U o) S AR BRI, T 3K AN B R 1 i) PRl PR RORSE P35 4 /N 21 T
A page, IX X —UEAE MySQL FF &N G AGASFF— A& e e ML SE B .

TR IS RSN, SEBUENIRIAREN A 2K, ik MySQL NGRS C e AT RESEIL—Ff
SEARIT RIIE AR AFAEAid  1HEER A B SERL o S SRR oy e LR PRk 5 S BT 5 A7 A 5 | B
PRYEREM N B, H e 2P BT e il 5 | B fe 8 IO, X2 MySQL A m AR ANERE 21, PIAVIX
SEAATF T MySQL (¥ 5 i S8k o Fr AU RRIIATTANS ANIBGT T e W10 BT 908, AERV0E SEBUATL A v 1
HAES,  ARVAAAA# 51 A Cee MySQL Al 43 H AR A\ BB e AL T FAT Y 1% B R BE B .
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FEREAR T T MySQUBTENLRIZ 5, XA TR TR0 20 B MySQL A S 3 it i R BUE HLHRIA F Al it 5 |

WS | G ST AT NLE, R My TSAM 42645 34 F0 Tnnodb 77455 | 38521385

TP E

MySQL FRZAUE T A RPRAY, — R B3e8ig, 0 — MR S80E. £ MySoL i, T 2hmad i
BAIRAES X RTINS AT IEAEBUE M S BUE R B, DA T B 5 80E

R, Wr.

e Current read-lock queue (lock->read)

* Pending read-lock queue (lock->read wait)

* Current write—lock queue (lock—>write)

* Pending write—-lock queue (lock->write wait)

TR BT BT R AR OCAE B RERSAE Current read—lock queue H1k3, BAFIH (5 B i%
PRSI BB R I T AR P A7 T 1 IEAE S AR 8 YR A5 B A TAE Pending read-lock queue HLf, Y3

HRPASAETBCS AR SR DA 2 A ) SRR S

BN T A X B I8 SR U MySQL ISR BiUE (RBiUE ) A B8iUE S Bl X PR,
B AE MySQL A SR 204 205 11 Al 288, h R Geh — M (thr_lock type) &, AfEii

U

B e A i B

IGNORE R AR SR I A AT, AR e g5 R A A
WA ST B A

UNLOCK FEJBUBI A 1 SR I AC B i 2R A

READ S B E

WRITE W S

READ WITH SHARED_LOCKS

1F Innodb FAEFIZ, i F 7=k
1: SELECT ... LOCK IN SHARE MODE

READ_HIGH_PRIORITY

S P UE

READ NO_INSERT

A FUF Concurent Insert R E

WRITE ALLOW_WRITE

RAS RS R ot 2 A 6l 51 5 B 47 A BEBUE 1 I
fi&, mysald SEVFIHARAIZRE FRAREC BE B 80E, 0
BRAEBE PRI, A7 6l 515 A OB S RNE S A KA 2

WRITE ALLOW_READ

X AN E AR AR 4 DDL (ALTER TABLE ... ) ¥
fi%, MySQL nJ DL fe i oAt 2R RE SR B s o, KA My SQL 2
T8 o T A AN LR S T RENAME 17 SEERL % D E, I fe 3
AN AR R AR ] AP IR 55

WRITE CONCURRENT INSERT

WEAEHEAT Concurent Insert W& FH EE T, 1%
BUEHEATI AR, B8 T READ NO INSERT 22 #MKHAbAT ]
BB E 1 SR AR A2 B FH 2

WRITE_DELAYED

EAH] INSERT DELAYED Hif i iy s 5 Y

WRITE_LOW_PRIORITY

oo oA OB AR o Bt e gy oL, o ok E
LOW PRIORITY UPDAT = 1 [fj/=4E

WRITE ONLY

MR IR R FEAN B e R KT 2 S RGN R L
4T CLOSE TABLE $84E, 735/ ik R o th B A s S 700 sl
& WRITE ONLY




B

—ANE A g 1 SR AE FRE SRS B e TR R I A, T B 2 AN A A

Lo P RBIE PRI S TR A S Bt

2. BHHUELABA (Pending write—lock queue) T4 S il SE % IS BE 54k

WG T B PAN &2 G, ZE RSB BIE L, B AR5 S 47 Current read-lock
queue H1, TWER EHIPANEAEPAEAT—ANEAE WL, FBSHOAaIE NSRS Pending read-lock queue
HH AR TR IR T

5
M8 v SR B I, MySQL B SE R EEAE Current write—lock queue &7 L&A 8 e AH A 7%
WIS BAFAE .

WS Current write—lock queue %715, N T4 & Pending write—lock queue, U1 7E Pending
write-lock queue HHRE| T, HOWMFHFEIENFER YT B S L BEERAMCTH. ke, WR
Pending write—lock queue N%, WA Current read-lock queue, UIRAHUESELE, WI[EFFHE
HEN Pending write-lock queue &¥4§. 48K, AT BEME LU R X AHEF BRI -

L TERBUE RIREY D WRITE_DELAYED;

2. iERBIE MM WRITE CONCURRENT INSERT k& /& TL WRITE ALLOW WRITE, [A] i

Current read lock & READ NO INSERT [rj4ii e 257,

BB IX AR R DU, S8e S BRI HEN Current write—lock queue H

TR W TG 58 — AL Current write—lock queue HELEEAEAE T B e AH B WU 0 S B e e 4E, B
2 S REIE NS BAZ A4 A I B 5B IR IR T

TR SRS SR BAA Hh (1) 5 B SR R Se G 3= 20 DL R R R «
1. &7 READ HIGH PRIORITY R4 5E 2 #b, Pending write—lock queue H7f{) WRITE ‘541 :E AW FH
FEPT A HA B
2. READ HIGH PRIORITY i24i5E ()i >R e s FHLZE 145 Pending write—lock queue W EH5E ;s
3. BRT WRITE H8iEZ24h, Pending write-lock queue H R HAMATAM 5 A 5E #B L1308 i ) 56 2
%o
EiE HILE Current write—lock queue 2 J&, 2PFHZERR T LA NIEOL T BT A B e 15K «
TEFELS A 5 | 4RI fOVF 1, BT BLARVFE—/N WRITE CONCURRENT INSERT ‘5 4 5 i 3K
BB N WRITE ALLOW _WRITE ()M, SVFER T WRITE ONLY Z AMW A3 B2 5 4E i K
EBiE N WRITE _ALLOW_READ f¥jIsf i, foi/FBR T READ_NO_INSERT Z AMH A7 328 i 175 5K
‘452 3 WRITE_DELAYED [P, fei4kk T READ_NO_INSERT 2 #h ) BT A 1528 5 1 R
i ¢y WRITE_CONCURRENT _INSERT [IH i, FCVFFR T READ NO_INSERT Z MK T A S8 e il =k

S

Bt MySQL 76l 51 B AT A e, H T MySQL B SRR BUENLR QB MBI e TR T, IR2AF
fili 5 | BEHR A2 MySQL BFrde (I BUENL 2 EA T A7 5158 5 Sy s .

My TSAM £7fif 5 | BEHEA_E AT DL RS MySQL e S 43 (KB AL e SE B R 2R B MO K IR — Ak
SIEET, B MyTSAM 74k 5188 B CIFBAT/E B S M MIAR R BUE LR, EIE0 1 I SCRAH SRR,



MySQL 71 J5 A3 B e WL LAl ok 732 FFIL Concurrent Insert [RFPEIMEEAT T AH Y. (1 55 I it .

T oAt LA S 5 4 A A% 51, 40 Tnnodb, NDB Cluster LK% Berkeley DB 7Efi& 5|3 M) 2 it
MySQL ¥4 5 AL PR B A 4 A7 5 1 3 1 COR AL PR, £F MySQL HH X454 WRITE ALLOW WRITE 287441 5E .

H1 T My TSAM A7 fiff 51 8 A8 i R Bt e ML 58 4202 i MySQL SR LI R BE SE L, BT LUK 1l B A TR LA
My TSAM A74iff 51 AR A /s G A A 518, SRSEGIBOR RPBUE I — L8 A . T, O Tk Bl e
A, FR A P s 2 RN BRI -

i Session a Session b

Zl

READ

1 sky@localhost : example 11:21:08>
lock table test table lock read;
Query OK, 0 rows affected (0.00 sec)

BIoRY test table lock JNiEfisE

2 sky@localhost : example 11:21:10> | sky@localhost : example 11:21:13>
select * from test table lock limit | select * from test table lock limit 1;
1; : : :
f f f ‘ a ‘ b ‘
| a | b | : : |
f f f ‘ 1 ‘ 1 ‘
o1l : : =
’ ’ ’ 1 row in set (0.01 sec)
1 row in set (0.01 sec) FC A 2 R 5 A o B 2E
H OB A FH 28

3 sky@localhost : example 11:21:15> | sky@localhost : example 11:21:20>
update test table lock set b = a | update test table lock set b = a
limit 1; limit 1;

ERROR 1099 (HY000) : Table | H—TilidE? HPHZE T
“test table lock’ was locked with a
READ lock and can’t be updated

4 sky@localhost : example 11:21:09>
unlock tables;
Query OK, 0 rows affected (0.00 sec)

R
5 sky@localhost : example 11:21:20>
update test table lock set b = a
limit 1;
Query OK, O rows affected (1 min
15. 52 sec)
Rows matched: 1 Changed: 0 Warnings:
0

1F session a BEIUE E W2 J5, session
b 3R1G T HEUR, SRR

sky@localhost : example 11:48:19> 1 | sky@localhost : example 11:48:20> ins




ock table test table lock read

local;

ert into test _table lock

values(l,’s”,’ ¢’ );

Query OK, 0 rows affected (0.00 sec)| Query OK, 1 row affected (0.00 sec)
ARIEE B E I 9 0 Tocal GBI HAth session [f] insert AMPH%E
sky@localhost example 11:48:23>
update test table lock set a = 1
limit 1;
HoAth session [ 5EHT#AF 4k FH %€
WRITE
6 | XM EHRRE:
sky@localhost example 11:27:01>
lock table test table lock write;
Query OK, 0 rows affected (0.00 sec)
7 sky@localhost example 11:27:10> | sky@localhost example 11:27:16>
select * from test table lock limit | select * from test table lock limit 1;
1; HoAth session #%FH%E
la b
I U
1 row in set (0.01 sec)
H . session 1] A4k %L1
8 sky@localhost example 11:27:02>
unlock tables;
Query OK, 0 rows affected (0.00 sec)
R & DR
9 sky@localhost example 11:27:16>
select * from test table lock limit 1;
a b
111
1 row in set (36.36 sec)
HoAth session FREXP) T
WRITE ALLOW READ
10 | sky@localhost example 11:42:24> | sky@localhost example 11:42:25>
alter table test table lock add(c | select * from test table lock limit 1;
varchar (16)) ; : : :
Query OK, 5242880 rows affected | | a | b \
(7.06 sec) : : :
Records: 5242880 Duplicates: 0| | 1] 1

Warnings: 0

1 k4T DDL (ALTER TABLE) , ZRHL W

1 row in set (0.01 sec)

HoAth session FEEAR M FH ZE




RITE ALLOW READ &% (1) B 4 o

ITHE
ITHBUEAE MySQL B S BLRIBUE 77 20, 12 AR 515 B CPTSEBLN, W) 0 R A
Innodb fF#51%, DAL MySQL 7341 sUAF ik 51 % NDB Cluster Z#02 SEIL TATHBIUE -

Innodb B E A S SEHLHL
F I BT RBUE A A S B BAT 2B, i H AR SEIIA 447 2200, 10 Innodb & H A= 55 447
fili 5| BErp A I oA T2 A7l 5138, BT LOX LA T £ 24— 1 Innodb BTE R -

JEARR L, Tnnodb FIEE MLHIAN Oracle $ud 7 A A DAL 4o Tnnodb IIATZEE [FIRE 2> A PIFHSE
M, ICSBURHEL L, TR BUE LI I SEBLERE T Oy T AT BUE MR BUE LAY, Tnnodb th FIFEAE ]
TRRB CREBUE) M, Bt 7Rt ?@ﬁﬁﬁﬁm%ﬁﬁﬁ

BN HETHEG A O EIEA SRSk, RE R M EBUESUEE B O Z B
Fri e, B Sl EUREIn— AN, A AR IR . EE, m%ﬁﬁﬁaﬁﬁﬁmmﬁﬁa 2y
AMHAEBUE A2 )5, WA RESEAHZBUE RIRBE 2 Jm A O RESREBUE BRI A CIIBUE . T
B o 2 — A S S AE T EAR IS IR BOE (I, W RIE B [ Oy 2200 B C 2o gl A Bt 5
fic, 1ZAH595 AT LA EEBUE AT AR BN — A @ B iR A O/ A8, AR b
AN — AR A MR A O R RAT (i Rt B — M B, WA R
L@ﬁ%*Aiﬁﬁ@% ISSEIERS ?%THHH%@%A B R A B R N BT — A P
L, ATRASE Tnnodb FAVUE BESERR BRI RAZY g DURR: JE28 (S) , HRlBt O , &Lt (1s) M
EIHB B (10, FRATTTLOE TuT%%%umtﬁE@W%m AR A:

S At B3t T LA & ] HE A

(S X0 (IS (IX)
LB (S) MR i MR IS
HHARBT GO i 5 i IS
Bt A R e R
(1S)
o HE A B UiEN o e e
(IXD

AR Innodb BEHLHIRI Oracle A AAHIT It 77, H & 1 2 () SE LA AR AN I Bk st
J2& Oracle B & Hd 2l i 75 BEBHUE AT ISR TR B block bR 5l ERBUEN B, 1T Innodb
(0B )t 30 I i 1) B A S PR B AN R B R AR fE AR S VB S R e el ) bl B £ R
MSEBLT . Tnnodb FYIXFHEE SKI T SR “NEXT-KEY locking” C(JAIBRE1) , KA Query $hATid
Hald Ve AR A, A2 BUE MG AT A RSV EE, BN AR

] SSUBAT AN LA A 99 A, A2 M B0E — MM 5, BIAERE LA AE B E B S o5
RIBIE T RSEAE B PR I TS T4 A\ B B L 9 Pl N PR T il o 72 E 281755 R I AT RE 2 P g i ke
RRISES o T Innodb 45 HRIAFRE 24 T A ZRZI BRI, i DA AT TG 6 (1) 18] BRAVR SEEANE

B T I BREEZT Tnnodb ¥ R PERE R SR 2 A, Tl IR 51 SEBUBUE 5 AOEAAAE AR LA I I



and
[y
=3
z

=

2 Query JLIEMAI RS, Tnnodb 2B AT S0 BUE T SUT RGO I BIUE & IF &
PEBEIK BRI

2 Quuery IR S A S A b B8 AN, BolaAs 22 A8 202 51 8 pir AR Bt v]
REAT 8 20 IFE AN IR 1% Query WEFREMAT A, ERBSHEBOE, DI RIBRBIBUE 17—
L, AN AR R G s

® Y Query FEE IR T EA Bl N, U S A IR 58— AR E) B AT AN R R (-
FUURIRSAF 8D —HESpBiE

Innodb #2545 [ 25 20 8 e M

Innodb SEFRIRIZE 1SO / ANST SQLI2 #iyu b s X ¥ Read UnCommited, Read Commited, Repeatable
Read Fll Serializable IXPUFNF 45 FEE . [FIN, KT RUEBHEAEF S8, SEILT 2 A
Vil

ZHAEH AR RGN g, ATEBUE B E S RIS, Tnnodb hARTREBISN . 2 T-FEM
(K7 AR R FRATAEX PR AN FlIE 1, 85 0 A BUE 7= 1 rh et i — A SE BRI 5 K 5K 5% s SE A
A fE . X HRATEZEAH—F, £ Innodb 4 RALIBIFEA A 2 J5 2l SRACFE o

fE Tnnodb [ 5SEBAMBUEHLEIF, AT HENZEBIOLE], ARG A8 5 IR A N 7]
W RN BZIEB I A7AE . 2 Tnnodb REI B RGE ™ 4 T AL Z i, Tnnodb 38 1 AH B AR ) Wi ok B 3 7
PEZERI AN 55 TR NI S5 R IR, Tk S A MK 955 i) e /e I Tnnodb 52 A AR s
HEHE 55 IR/ 2 MySQL B 5 T P 3 21 7 XA, 52Br BAE Tnnodb ABUSEHIZ J5, 215
HPIASSE5545 BN ST B I R 10 Bt SR AT 55 IR o gl i R 5555 P el A2 AR ok
G L, EFEBUT A SRR . (R A FR RN, A RS R T & AL
Innodb £7fif 5| BE A%, Tnnodb & BeIMIALIN B ILBUNT,  IX Il L BETE L B sl I PR TBIDR At i A8
BT o Ak, SRR AR R s BEREAEAS 1Y B (1) Tnnodb B5E 7] HHsE o

Innodb ML 741

mysql> create table test innodb lock (a int(11),b varchar(16)) engine=innodb;
Query OK, 0 rows affected (0.02 sec)

mysql> create index test innodb a ind on test innodb lock(a);
Query OK, 0 rows affected (0.05 sec)
Records: 0 Duplicates: 0 Warnings: 0O

mysql> create index test innodb lock b ind on test innodb lock(b):
Query OK, 11 rows affected (0.01 sec)
Records: 11 Duplicates: 0 Warnings: 0

%) Session a Session b
ATHUE AR
1 mysql> set autocommit=0; mysql> set autocommit=0;

Query OK, 0 rows affected (0.00 | Query OK, 0 rows affected (0.00 sec)

sec)




mysql> update test innodb lock

set b = ’bl’ where a = 1;

Query OK, 1 row affected (0.00
sec)
Rows matched: 1 Changed: 1

Warnings: 0O

B, EREARAL

mysql> update test innodb lock set b
='bl’ where a = 1;

WeBHIE, “fr

mysql> commit;
Query OK, O rows affected (0.05

sec)

mysql> update test innodb lock set b

="bl’ where a = 1;

Query OK, 0 rows affected (36.14 sec)

Rows matched: 1 Changed: 0 Warnings:
0

fRERFILZE, BOBrIEW AT

LG TP RB R

mysql> wupdate test _innodb lock
set b =2 where b = 2000;

Query OK, 1 row affected (0.02
sec)
Rows matched: 1 Changed: 1

Warnings: 0

mysql> update test innodb lock set b
=3 where b = 3000;
BPHTE, “EFRF

mysql> commit;
Query OK, 0 rows affected (0.10

sec)

mysql> update test innodb lock set b

=3 where b = 3000;

Query OK, 1 row affected (1 min 3.41
sec)

Rows matched: 1 Changed: 1 Warnings:
0

BHIEMEER, 56 BT

[ BBl >R PR i N ) e 7
mysql> select *
test _innodb lock;

from

b

i
| a




b2

4000
5000
6000
7000
8000
9000
bl

— O 00 N O U1 B~ W =

9 rows in set (0.00 sec)
mysql> update test innodb lock
set b = a * 100 where a < 4 and
a > 1;

Query OK, 1 row affected (0.02
sec)
Rows matched: 1 Changed: 1

Warnings: 0

10 mysql> insert into test innodb lock
values (2,200 ) ;
BEBHIE, SE4F
11 mysql> commit;
Query OK, 0 rows affected (0.02
sec)
12 mysql> insert into test innodb lock
values (2,7 200’ ) ;
Query OK, 1 row affected (38.68 sec)
PHZEMRBR, SERAdEA
A8 F JE [R) 2 5 1A [A) 58 114 BH ZE 7= 451
13 mysql> update test innodb lock
set b = ’bbbbb’ where a = 1 and
b ="b2";
Query OK, 1 row affected (0.00
sec)
Rows matched: 1 Changed: 1
Warnings: 0
14 mysql> update test _innodb lock set b
= " bbbbb’ where a =1 and b = "bl’;
Bl BH 7€
15 mysql> commit;

Query OK, 0 rows affected (0.02

sec)




16 mysql> update test innodb lock set b
= "bbbbb’ where a =1 and b = "bl’;
Query OK, 1 row affected (42.89 sec)
Rows matched: 1 Changed: 1 Warnings:
0
session #EACH5%, BHIEZ:FR, SO
pi G
17 mysql> update tl set id = 110
where id = 11;
Query OK, 0 rows affected (0.00
sec)
Rows matched: 0 Changed: 0
Warnings: 0
18 mysql> update t2 set id = 210 where
id = 21;
Query OK, 1 row affected (0.00 sec)
Rows matched: 1 Changed: 1 Warnings:
0
19 mysql> update t2 set id = 2100
where id = 21;
54F session b BEMCRE, HEFHZE
20 mysql> update tl set id = 1100 where
id = 11;
Query OK, 0 rows affected (0.39 sec)
Rows matched: 0 Changed: 0 Warnings:
0
S54F session a BEIRPEE, HFHZE
PN session HAHSFSEAFAT I BRI G A REREIE M BRI, 38 T 40t
7. 3 FEFAHNFIML WSQ
My ISAM FBR AL EE 1Y

X T My TSAM 7451 5, AR I SR e 8 Bl SEBL AR e e i EU SEEBIA T 0B sy o Bt P SR )
BN ASHREE AN, Bl A B T FE IR BE YR A e Do AEL fl T B FROBIORE B2 F AL, i LI BB

(K14 IS Dl o LEFCA I BUE 0 R 28 22, INTI RO B b2 BRAROF A AR B g

REMIIF A

FrEA, AEDLAE My TSAM A6 5 1 BEBUE WK I, SRS a2 i ik R o A . el TUE S0
FEANFTRESUEIN T, B ATRAT 6 50 75 2 AT BEALAVUE IO IR ()32 R, AR ot Lk m] BE D A EAT R 38 A mT




L G )

ARRIBE I TR), FEAL LAY, BUERE ST A 5 1), RS PRGE R R iEATIBA R T o anfif ik
BUE N RS AT RER R 2 ME— 722 Lk FAT T Query ST IS TR AT BE R A o

a) PRI AR Query, ¥ 2% Query 73R JLAN M) Query 3 A dEAT

b)  JRRTREMENL R SR RG], A E R 2R T

c)  JEik MyISAM £7f 5 2R RAF O BRI B, 15 B Y,

d)  FHAEER LA My TSAM K S0

2. S EREIAT IHRAE
Ui S My ISAM R4, 1 HLd 305 TAHPHZE A, AT REAT L8 N2 AN 78 My ISAM A7 51 B (1) 2Lk H
R SE AN BT, BINEFIIT T KEAELIL T, MyISAM [I7efit s e — N AEH A F gk,
MBHi & Concurrent Insert (FFEAIAAD) HIRFE.
My ISAM 174 51 3 — N2 )& 54T JT Concurrent Insert NEEMISEELETN: concurrent insert, 1J
DAVCE R 0, 1804 20 = AMEM ARG F
a) concurrent_insert=2, Juig My TSAM {7t 5 | 28 1 2 Bl SO 100 o 1155 73 52 75 A7 DL A ) i 2 s
1M BN SRS 0], # VR RO SO R #EAT Concurrent Insert;
b) concurrent_insert=1, 4 MyISAM {74t 5| ZEFE 3 SCAF rh [R)ASA7AE 25 PR3 ] R I fige, AT RAASC
B #BHEAT Concurrent Insert;
¢) concurrent insert=0, JGits My TSAM £7£if 71 25 (1 28 Z s SCAF i v TR0 7 A2 15 A7 A DRk i B gl
M TR WZASE], #A L Concurrent Insert,
3. AHER B E
TEARTE AN EIE AT — b IRATT T A2 T MySQL R 408 e X TS 2 A A R e ke i, 2R
INEOL 2 SRR EER TR Prik, anRIRATA] DU & B RGBT 22 e vl 32 5 B LG
%o MRBMIRGZE AL T, W BB RUE S W PR 05, B v DUl IS & B R S E0E I
low priority updates=1, ¥§5 ML E N LML AL, BRI AT ik& I MySQL S5 4 Ab B 15145
Ko AR, WRIANM ARG T LA R UEEIE S N PERE R s, WnT DAAHWE low priority updates
ZHT .

X R IRATI5E AT IR R X AN, # concurrent insert SEBEE Jy 1, HEE A S ECH kM G 16 T BE
PEAR /NI, SO0 Ik (R YR 9l A 1 23 () FE AN R I AE P 105, #F concurrent insert S E
2 FRAT LA AR, BRSO A B AT A A ], R IR 2 A (AT R A, S 2 3 B A D I T
FECE Z 1%, BT A R I BR AR AR /NEE, B2 BUR concurrentinsert WE A 1 oA TE,

Innodb T804 2

Innodb fEAifi 5 | b TS50 TATRB0E,  BARTEBIE ML ST T By R (R 1tk B 40URE n] R LR 2t
S L, (H AR SR IR R AL BERE ) O T B A T My ISAM (IR BBUE M. MRS IR B AN
I, Innodb (1 REAARPEREFN My ISAMAH LAt 25 A7 EUAS I R L34 T« {HJ2, Innodb MATZLEE [RIFE A S
Wag9 10, 4IRAVEFHA S5, AT 2yl Innodb (K13 AAE BE R ILAARE L My ISAM /5, L2 AT R
SHIE,

ZOGEBAH] Innodb MATBUE, MBI IKEERL, BA LIS LA F TAE:
a)  RATRELLFTA B R AR R T 1R 5E B, AT G Tnnodb R4 Gidit i 28 5 S hn 8 7+ 2%
NARPBOE ;



b)  AHBRFZESG], ik Innodb AEZR G IR ISR AT BEMERT, RATREMZE /N T, e
L%K%EM%EW C A Query AT

c) eV /D T30 Bl IR B A 2RO D A 1, et S IR1 g T BBl >k 140 87 T35 1 T 8 77 A B
P(ha%,

d) S EAEHE S IR, kB (1) B Y AT I (A

e) (RN RVFIIEOL T, SR ARG SR 5B Es, LA MySQL PRI A S = 45 [ 25 2
S B R R B A 5

F T Innodb (AT FIZR45PE, Bl w7~ 2E 080, Rifle Lo Lhi i F o D oE 8t 7 A= i
(RTINS, 13 AT AR 2 1 DD 5 s BT X PE IR 223K
CYRE~Y VA2 v SRS : e 73 el i o 05 s o I O e v 7 1
b)  AEF—ANFHS R, RATREACE]— U T T B T YRR, sk AR e AR
o) X THAER ARG P AR A5 58 AT LA A FH T e RO, 38 e R B e SRk b A8
FEAE MR 5

FRGE S S Dl A

XA E o, MySQL A WAL L T THPIRS R Bk RGN TS SO, RN EER
MySQL SEHN SR BE 14 AR AL 1

mysql> show status like ~table% ;

| Variable name | Value |

| Table locks immediate | 100 |
| Table locks waited | 0 |

XA AR AL FE sk MySQL N 2B e I oL, PSR B B0 R

® Table locks immediate: ;F=AEZRZ%EE HIIREL

® Table locks waited: HYHLRZE E FrH 0 & A= A5 I IREL

WARESEAEMNRE B IG5, BHI— O N RN EcsEn 1. o 53X 5
Table locks waited IRZASELLE S, WA RGP RV EFHIMNR LB E, MGEE—Lohh
ft a2 e BEFHT .

XtF Innodb P ATHB0E, RG22l 5y oh— 4L 00 PRANFPRS A ERIL %N, Wik

mysql> show status like ’innodb row lock%’ ;

| Variable name | Value |

Innodb row lock current waits | 0 |

Innodb _row lock time | 490578 |
Innodb_row lock time max | 121411 |

|
|
| Innodb row lock time avg | 37736 |
|
|

Innodb_row lock waits | 13 |




Innodb MIAT BT RSB EAGE R T H0E SR EL, Il T 80E K, RPN, BLKE
BN, AMNEH — A E B BURS & BR T A8 E RS A e SRR AR . 0 SRS = 1 U B
T:

Innodb row lock current waits: 48[ IELESFRFEE MEE;
Innodb row lock time: M FRZEEzh 3| INAEH & SN A,

Innodb row lock time avg: HFHRZEEFETAE I (],

Innodb_row_lock time max: M ZRZEIH 3) BN IAE SR e i 11— IR PT AR TR I ) 5
Innodb row lock waits: ZRGiEzN)5BINLE B LR

FX5/MNMRALE, WWEEERN FZE 2 Innodb row lock time avg (ZZfFFHHK) ,
Innodb_row lock waits (2545 EAH0 LLK Tnnodb_row lock time (ZEfRRINK) X =T, JoljL %%
RrOCEUR S, 1 B REEA I AN I, BRATRTF 0T RE P A A S H Wk 2 %R, K5
AR 23 45 R T 4R A&l

AN, Innodb H THALIX HAN RGURELEm 2 A, d$EAt i oAt 55 o =5 1 RIRRIR S BALFRAT1 9
M. mrbld ek an ~ a5
1. @Iz Innodb Monitor k3T FF Innodb [f] monitor ZhfE:

mysql> create table innodb monitor(a int) engine=innodb;
Query OK, 0 rows affected (0.07 sec)

2. RJRIEILAEA] “SHOW INNODB STATUS” BALTIEE (H T ARKZ ALK T) ;

AT RE S B2 A ) g A A B 5E B — 1Y innodb_moni tor (IZRWE? K Al i3 Sefm Ll 2 25 1F
Innodb FATTFUAZE I F AN AIRA T, A5 Innodb 4K LLBLIE 40 1) g5 2% LA BB e 5 Rl s dk N
MySQL ) error log ", LUMEIRATJS Mt — 254l

7. 4 &

ARFELLMySQL Server HFIIBUE IR, /04T T 207 MySQL ATk )iz B BE T SRR ZLBUE AN
AT T B A ST, JFd i My TSAM AN Tnnodb 1 9 K U (K147 it 5 A Sk s 9 A7 A 5 |36 BT A L P 2
PAVOE AT HBUE M T BN PR I T AR . SRS, FREE A AP BUE D KR, gy AR A
WG . feJa T#F T — NAEMySQL Server UM ERAF R SE 11T & FAUE I BRI AR, A A
BN A RE IR 5 A3 AR SR MySQL Bt HUEIT7 A7 — & A Bl

% 8 & MySQL #iEE Query Wik



N2a >

A 5
TEZ T “5em) MySQL W H RGEVEREIIFHRHER” —FEh AT O A0 Ml T Query 1A 0 Hof FE1E
REMPE MRS R, BrUAARER L1140 MySQL 11 Query tEAJIPLALIEAT HH Y. 153 #r

8.1 i M/SQ. &Y Query Opti nizer

8.1.1 MySQL Query Optimizer 214 ?

£ “MySQL ZERGALER” —F ) “MySQL ALK —ThRAICE TIRS], 76 MySQL 15— %
I 14 54k SELECT BRI PLALES bR, S it & A TA T 2L 240 M (1) MySQL. Optimizer, JLA:ZE)L)
RERE I I VT R PSR SRS THE B, AR g R Query 45 AU S AR IBAT VX,
&ﬁ%@%ﬁm%%ﬁ%#?ﬁﬁ

4 MySQL Optimizer FYXFIM Query Parser (ﬁﬁﬁ%ﬁ) IR Query ZJ5, SHR#E MySQL
Query ) IIAH R %ﬂﬁ@mvﬁ YRS HTI RIS, I 2o AR 2 SLAB TS Ak TAE .
th, TN MR, W ﬁﬁ‘\o%ﬁﬁ%IW%AﬁT%mmmrIWm% H%,\ﬁﬁm%%
A€y 08 O B W LN o3 o (AR VA O K |

8.1.2 MySQL Query Optimizer &4 T /EJE 3

LE T MySQL Optimizer i LAEJRBELZ BT, 4G T —F MySQL ) Query Tree. MySQL [f] Query Tree
SIS SEIL DBXP (R 28 B 45 FFN Tree FIt #5310 A2 B — M R 58— Query TEA)IITE K
T BB TAEDER, AT LA DAk 32 — S B b s ik, ORI 2 DL—A Tree (M40
itfeiince Wi Query Tree FRATAT LIMRIGAEMEIE —1 Query Eﬁmﬁﬁfﬁg%ﬁﬂﬂﬁib BRI AL B,

g — 2 B RS/ L, AP 7 AL ERE . 7R3 DBXP ) Query Tree AZpGd i, MySQL fFH T
LEX A1 YACC IXPHANTREARH s K KL (Alik) 7ML H. MySQL Query Optimizer RIFTAY LAfHREHE
TIEA Query Tree FTHEATH. A7 M ACUIIRXS MySQL Query Tree SEILAE I TELN (5 B ELELIEY
@, PLLZ% Chales A. Bell [f) (Expert MySQL) IXAS, HIHA LB EM TN

MySQL Query Optimizer FFANE 4k CBO (Cost Base Optimizer) , IfiJ&7E CBO [)3Emd 14
T —/AN9EFR 4 Heuristic Optimize (JaRAAMAL) MIDhEE. i /&, MySQL Query Optimizer fEAL
A Query BEFEH AN AW BALHAT THRIBIINAE,  FFA— 8 5223 R B s B R A0S
K TR ISR F 38 T RS RN . LS ERAN N B A A0 AE CBO I SEBL R34 In T 36 4>
RBO (Rule Base Optimizer) WIfE, LUAORAEFELER 375 R0 Query FREIE (1) 7 XA AT
.

M i MySQL 153K —4% Query , FAr SN AR SE BOE SK 0 RIX & SELECT 4% &k 4
Query Optimizer ZJ&, Query Optimizer T 4e4sXt#4% Query HEAT, ik hbrEdsi— iy B KA
B, HEWSREEME. JE Query FIE WA IAT RGN EL#, G Jedsi — 8T8 FH B B &) Wi 4%



P, SERRREAESE . RG2S T Query T Hint fFR (WA , FhEor Hint {52 E T LSE4
% Query IIPATIFRI. WIREAT Hint 3 Hint {7 BN L LSS e HAT IR, W2 SR mis
LB MGG &, MR35 Query BEATEAM TS, AR5 PG H Ba AT R

Query Optimizer J&—MNEHEPERAAERZ.OMINEE, BARTEIX Bk FOEfRip i JLa) g, (Hi2
fE MySQL W#B, Query Optimizer SEfr L2l TIRZ HINMEHE T, A B HEERHIITIR]. 6T
MySQL Query Optimizer HHZMERE, SAried LAl MySQL Internal SCRYIEATRE N4STHIN T fid .

8.2 Query EAIALERBEEFREM

oM AiAt MySQL Query i, FATFES T#E— T Query tHAJILALI LA UK A gl . —
fkUE, Query AL LR AT U0 32 BRI AR JLAN 71T :
L P B FHEAAHT Query;
SE R AEAKT BRI BB 5
HIRA AL B A
M Explain AT
ZA§ [ profile
K FH /NGl AR IR AN K 25 AR
SRATRELEZR I S A 5
HIEH B 2721 Columns;
o AU P A R I R A
10. JA[ ek R A% Join 1A if);

© X NSO W

R AL AAE S BT 4 f0T DAERAR Y Query DLALRI—ANIEARE, 5 HTE 2 WAL
FRIBEA S o

NHEFATEEXS Query PEALRIHREA SR — LR R b, B A AT Query IUALEIRIZ
WATHEAT

PEALHE T 2R Query

AT 2B T EARA LT EAAGI Query? IX/MHIBR ANHRENTE IR “ I AR A ) 250 P o 7 FheAR gt
TN RS 2 R, I

A FER Query JERTFHOLAIE? 3 T4 FBRA TG Z I REMBIKEIE . 4
Query MUILALAES RACREUAK IR IONCE, AERBOIL. oKD, FIFRITIE GHAD 1
Query RHEEA FAMBIHE LTI B RN Query K. RRATATLUMILBL R —1E5 0 204 ok
FE o 0 L

R —A Query BE/NHAT 10000 ¥, FHRFE 20 4 10, H4b—A Query BE/NHAT 10 Ik,
FFIRFEEE 20000 4 10,



FAsEE 10 A KA. nTLLEH, WA Query B/ FTVHAEN 10 SEH 2 —FEm, #2&
200000 T0//Mifo BEFRAIALE —A Query, M 204N 10 FEAKE] 184~ 10, Wk UL T 2 410,
WIFATHIA T 2 % 10000 = 20000 C(10//N) o W R A EW LA A Query ik 2IAH R HRUR,
BA T EAEEA Query #/> 20000 / 10 = 2000 10, FRALKFESHEIESE A Query 544 24 10
AR AN Query 1144 2000 4™ 10 SRS .

Hk, @l CPU J5 AR HLE, IR HR B 58 4 — 4. HEAESE —A Query FRCTTHE —
ANPRBEYE, AT LLEEEA R G R, JUIR AR, NIRRT CPU I FELLR 2 R
JEHSEH

i, BATMR BN RGHEEMER M. — MIEPATI IR Query fERPELE—MRIF KK
Query EARMRZ . X[ MIEIFRM Query JERHATIHRL, Praekizgm 12 2% Query IIFKE
WIS TE, WK RGO E AR R, DR JE Trl il (H2, WRIAT— Rk
(K1 Query EEE THATIRL, TR A G AR AT BEAILE KAL), R 2 IR B B R HL A IR
FAEHEANRY Crash fil. WRRPUBIIXFE DR, REFAIFELE RN Query HEHEEHIR
fritkl, RGehiZla) Crash, HERHAEBA RN AR EARSH. HEF R 8l ER RS, R
GPBOSLR EHEATE, FLBHORA LG REE B DAL Active MILRAEHATIEL Query. I
BRI RIFAREHK Query SERPATIHRI, 2DFATETT LIZEHIEAN REA R T KRG E L
5, B R A HE LLATE .

P VALY WR T SR e o

AEATER - FH BN Query ZJ5, B2 A7 ZRFAC, X% Query 1A
ALY B AT AW A TR, B4 FIERA T ZMAT A, A B SR A U .
MABES AR Query BHRA A1, WU F, WEHUTE— A Mk R e 2.
KRR AT REBEA AL R S FE R M AN [ A, LR AT RER R i R AR — A ar i 45
Ko XBE A, BAEDIESR RE R FERA PR FIRIA GEXHE R 25, WER IR RERA T A7
AR, SRIE I ARIE L S Rl 2y M) 2ih 7, BRI ok 105 Al el A5 ™ 8 T

P, ARSI 4 2L Query 2, FATHE G EAI XA Query APRSIBIIE 10 42
CPU. FIJe e K0 AR U AR TR Z I TR], R AE B s 5 Cnar 4LHEPa5) D7 et 7 K2
YR?

— Mk, 75 MySQL 5.0 RAURAF, FRATAT LUl R4 H 451 PROFILING ThRgfRis 4 4k i —A
Query HUBBUITIE. 4R, WIREH A T A MySQL MHELedE 5. 1 A A G HFRerE
Partition, EVENT %) JRERF & LU B S8 355 M L A ) MySQL 5. 1 [FIURATARCAS, W] REALE
IMEM XA DIRE T, AN REAE MySQLS. 1 RAUNITFUR FIRRA T HASCRE, Ak ik NAEH X a2 1%
DhReESORT R MySQL 5.1 1EZUAR (5. 1.30) X &4t 1o 1y 53 I A IEAE AT 19 MySQL J2
4. x JRAS, ASAT ARt K EEE AAT 0T Query IS NHAT R, HREBIVERE R ORI

WIHA AL H AR

HPATEMN RN T 4 Query MIPEREMMSINZ I, WA LHEL 73 HT1% Query PFrog I BIREN Query X
ARG RSN HNT AR B 37— WIHR Hor, AL FeR 2 — M85 H i AR



RS, WARMER Y] AN BAR R . JEHGERS T Se s BN Y iR A E DI RE /U Query BEEAN
It

A BOE AL H AR ? IX R B AR NARARH KA e, X3 A At —H . Zioe D E L
WHER, Aged TEAMARRBUE A h, #SE R SRR . —BORUL, BATE LT 28 W
TR H R AOIRGS RN AR EEE A A RIE R e b i Query AHSG I EAHE X BN AR 45 R
1 HIEZE T f#i% Query fEREANNIRGEPPrscINTIfe. T 7B A AEAOIRAS,  JA It e dn 8 2 122
PreR 2 M RIS ), Wlin 2 7 JATRES 2 B MOl 1848 T Query MBI EX RN
B BATRPAZAIE LI Z Query IV FERBIARE DL F 77 2 AR 2 D BH,  ofEE AT B AE 2 D 5t
o e, L% Query PrSEBUAILIRERAEREA N ARG I ZH AL, FATTAT LUK 7304 H i
Query R LU M ARZETTUELG], i HIEANBAEWRIIEIZ Query [RIZSCRETE e R AR 21k 2
Ko

HPATERE TG R A, BAPEAR LGN Z Query WAZH AL —MEREVEE S SRR, Xt
HOTEATEAL HARVE L ARt L AR UL T BRI T o Ui % Query SEBLAI N
ARG, BTt 20k H x5 i ] - BEARE 28, BB AR Ly TR 281k 2D S
PE, HEINi 4 schema Beit, HAERGIAUNEE, WHEMOE T LM . MWIRIZ Query Pl —LI6A
FEARKEEITRE, IRBATAT LAE H AR S g ) RGO 28, iR RAE AL BE ) Query [TERE. Xk
I, BT 2L AR AL TR, Wb IhRESEEL, AN % LS

M Explain AT

WAE, A HPRB M T, AR RIFE TN E T FATIAL BN Z TN TN ? &
FHH—A, MExplain FFAAT. AftAa? B HA Explain A B85 VRIK, XA Query 78l g
PL— M AFEIPAT VRIS o

B2, AR wAGER, Explain JUZHKRIRI—AY Query 75 i RAS A B b AT o
Rl A Bh T2 07, AT T ZEAR A HARAE B 23 A —ANE Wi H s it le U IEFE,
AL BARA AR . —MEF5H SQL WAL 51 (B i SQL Performance Tuner) , FEAUARATAT—
AN SQL A2 HT, #NAZAE A ek T8 — AN IUE T TR, ARG AT R R A, A
B Explain SRUGUE A2 1) 45 FO2 9 2 H CHUE AT TR RETARES BUHIAT TR F5 ZEA K b
Query MIEIEFEHRIEEXN GG, RS2, HR/BRITUHm 45

28R, NTC5EN, FEAS—ERHR A ORI T T RIS e, AN W et i i i v
WIS MySQL Optimizer FrIEFEMIHAT I RIS FRPATROR A SE I F DR I LF, FRATT SR IL 2N
LR MySQL optimizer FrAzpmI#hAT 1%,

ERIX M B, RAKEIE T AU IEEA T ), SERRERAE IR 75 s E A AW 25 5
FLARN 37 SR I MRR SRR 2y o 8RB I A2 BT B 00 AR E A T A A — AN S, R
FIE, NAIEK, R RSN TE, B B .

TR T BIX SR AL EA B 2 5, BATTFRE BIACH LA TR

IRIT /NG RIS KK 5 R AR



R NEXAEPLAL SQL A I /N IR KR, AN NN X R B A R ™. A fha? I
NRFLeE WHERE 453 P2 e BT il [P ) 45 AR T AN it BN R PTIR [R5 REEK, WIRER M S/
FEIXFIE DL T AR RADIRR AN RIS KR, et 2IAH R I PERERCR -

H SRR 25 FAR AR B O PR, #E MySQL 1) Join, H A Nested Loop —#f Join 20, Wi
MySQL (1) Join #5 @& i Bk EIGFA R ILILN) . IRAEN 45 RAEMK, Prag ZAEA LN ik 2, TP IKsh%R
VTR IR A ARt 2, AR U R B IR B, RIME R ZE2 4 10 1R, TR XEZ T, BEARH
ANATREARVDS, 1 ELAR AR IR AN e S () 5 B AE CPU , TLA CPU 2 s S ERAE . Frik, Wil
TAUAL A [ RN KA A SR BN R I AR H Bty /DRI UB 5 Il R a5 RARLL R R 2R 2, 25k
T e BRI Al R T 2 IR RS, Rz, Pras BRI BT /b, SA 10 &0 CPU 18
Hisd. MH, A ZIE Nested Loop 1) Join ik, 1 Oracle ") Hash Join, [FIFE/2/NgsR%
IR BN K I 4 R AR A2 s L I

FrlL, AEAUAE Join Query (RN, fdAR IR “/Na REME KGR, I
KD EAEIA A E, IR R 10 SELELKL CPU B8 S
JRATREAEZR 5] P 5 1 HE Y

HIH H 2R Columns

AT LE Query HPAF HELH H O 250K Columns, JUHZFETEATFH) Query o MHA?

X TATAT Query, 35 [ e 10 /2 75 2238 ik ) 2% B B A% R 1 252 7 g, A SRECH 1) Column k%,
7 BRI A B AR SSBOR, AN TR IR 2865 55 5 T % I & M 2 AR I e i X ok, # 2 — MR
o

R R TEHF Query SKUL, FEMIELH KT . 76 MySQL SFAALERIRhHE P, —FhedE
MySQL4. 1 ZF 2 5HE, Sl T7 AU Sk 75 B e 16 - BORT T DL B #4672 AH AT HARE 1 Fir 5 B
W SRR BOE T IX. Gl S5 sort buffer size W) HHHTHIT, 52T 5 FX
W ATHRENE B HCE T2 Columns, WS A& DEIX PRI 75 L U5 i) P KB o« 28— PHEP 5000 2 A
MySQLA. 1 JRAFF AR it 5k, — IRV T T 221 Columns A¥BHUH,  7EHEP X h g AT+ P 5 B
BB IR [ 25 SR P i SUT SR T By ) — B, Je> TOREIIRENL 10, AR T
HF ) Query EAJIIRCR . HE, RSO JE I HE R 2 T B MR A I s L A — Ak
BZRZ, WREATKIEATEM Columns WK, BSHAIIR HE P R R EM N A 76
MySQL4. 1 Z JRASH, FRATTAT LB % 5 max length for sort data SEUA/NRFEH] MySQL E#:
PR SRR S MR ALVE . T Y Columns [ B4 SR AR/
max length for sort data BCE[MIR/NIINE, MySQL st #eE A —FHEF &L, ke, Wik
PEEE R G L . O TR RESE S P e R, BATT BN T A A R AR R L, BT DA
Query FUHHFRATITT E Columns S2IAEH AT L E .

BUAE S A R DE 2

RN Query TEAJMIIMERARA S EA— DRI, BE2 %43 WHERE 1A)h B ag 1%
B, SEbs ERRIFAZ AR B SE . JLSEIATIT Query EAIIITEREILSS SR S (1 A2 2Lkt



P S R U AR, G A B U 1) e 2D BBl e ik L AT S
A 2B IE S A A A HR? HE il

ke EERIEANH LA group TR 1L message FEAE o
Y 1. fnEH ) ID M) nick name

2. {5 B FTER N group message
3. group message PAEAE ' ID (user id) #1 nick name (author) PP 5]

% WIS ID AP nick name Wi HBAEN LS4 PEIRAE WHERE F-AUrbok A, Query AT
il

sky@localhost : example 11:29:37> EXPLAIN SELECT * FROM group message
—-> WHERE user id = 1 AND author="1111111111"\G
sekskskkskskskskokokskskokokskskokskokskskokoksksksk ], row  skekskekskskskokskskskskskskskskokskskskoskokskskkosk sk

id:
select type:
table:

1
SIMPLE

group_message

type: ref

possible keys: group message author ind, group message uid ind
key: group message author ind
key len: 98
ref: const
rows: 1
Extra: Using where

1 row in set (0.00 sec)

JrgE=e ABCKRAIT ID VEJad v 4 A FBAE WHERE 1R R &), Query AIPRATHHRIGIT

sky@localhost : example 11:30:45> EXPLAIN SELECT * FROM group message
—> WHERE user id = 1\G
sekokskokskokoskskokskokskokskokokskokskokskokokskoksk |
id: 1
SIMPLE

group_message

row kkskskeskskskrsiskskkoiskskskorskskskrskskskkk

select type:
table:

type:

possible keys:

ref
group_message uid ind
key: group message uid ind
key len: 4

ref: const
rows: 1
Extra:

1 row in set (0.00 sec)

&= U nick_name YENIEIESAFBAE WHERE 7 H) R E#, Query HIBAT TR T



sky@localhost : example 11:38:45> EXPLAIN SELECT * FROM group message
~> WHERE author = "1111111111°\G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: group message
type: ref
possible keys: group message author ind
key: group message author ind
key len: 98
ref: const
rows: 1
Extra: Using where

1 row in set (0.00 sec)

W —F =AM PATTHRIGHRAHELF T, B Query HIPATRBSHFI R TR 451, i HARZ
“ref” M. FIRATAN M, Wi K, group message uid ind RIIMRIIBECSL N 4 (key len:
4) , W1 user id FBERAA int, PrUAIATATLLALE H Query Optimizer 45 HIMIIXANZY L2
SEEVERNT . 1M group message author ind ZH|MIZRGIHEKE K 98 (key len: 98) , KK author F
B XN varchar (32) , TIATAEFH I F 45482 utf8, 32 % 3 + 2 =98, MH, HT user id 5
author CRIET nick name) AFf#E——X M), PrLAF—A user id HHRLEIL, AP
author WM ERAHEMICK. Pk, FFEREGESE group message author ind 25| H I A#
THEEE KT group message uid ind R5IFr AR Ay AR RIREOR, AREBATUI MR
T EIEESTE 2., Ll %+ group message uid ind HIPATHRIA ZEE KPFATHR]. L
U, BT E A RERA S, T T E 20 WHERE 44105 % — RMEA U user id
— AN YESAT T R .

ATREATEE N, U ERAE user_id Al author PHEEEIRERIINE? HIRR, HURATAEHLEA X
ANRIIMEE 2, POARADMRERIIR K, RIS SR A,

RARGUEA—E AR AR, UL R BIERKYE, FEAREATIN AL AT v 41
VL RE B o ARSI ST, WE SR E 2 R, BRI Query f—HEL
PRPAT VR, R RRPERE, I/ B KA AT A R AT TR I BAR 2250, A ek e Hh AL

Query,

JRATRERE G 2RI Join A5 22

BATHRANE, MySQL FEJFRIZ— B IFAGE RS, 2IF RN E, REUBEAMERET RS S
JH R, JEHGEIB RSO RN Query IUIREE R AN, X T2 MySQL B E It (1 < I B 48
AR, WMBEAFES. T Innodb fAA#5 18 d T-SEBL TATHUE AT REIG ZERE LT — 22, W RAEH]
(K] MyISAM f7fi#51 %, Jfk—BEmim e, YERE PRI IR Fril, ATH) Query WhAIFTIE L HIH)
FlZ, PricERUE T . WU, BRI Join ER), Bl BHOE K RIEANE, P
PHIER AL Rt 2 . A, WERIA R LA IR Query R IRRE DBONTEIHAI Query



)P IAT, RRRBUE Bt e DR Z, PTRHZE I S EAt e th 2/ — 2

AREMRZ E AR, KEA Join R IRIRZANMHAN Query WHERIZJS, MAZIATHIM S
ALH A2 T L I I AR AT Al TR T, 58 S K I TR AN S B 1 2
S, RXAMEOUE T BAEAE, (HEIPAR ettt JATTLLED—F, —ERH Join Query
WRIFERAT IR, Pl S0 SR LA, TREHON AR ZE ARk, R — MR R
Query, T EHUE MBHEE D, BEHZEMMAR L/ MREZ . BTl BOVEIRI Join Query AT Al fE
FERAT Z TR P ZE 1TV Bl 5 22 IS ) o it L, AT AR 2 e AR 55 (R O F AN 2 LI — A Query 373K, &
AIRZARZ ILAEK, R IR RS, WA Query [ REE i S IR T 17§12 e B A AR BB ) the
PR ARG S TP S IR AR, R MRS, PRk, ARl R i,

X EW, WRATERZ WREZ N Ao A S AT . A2 MySQL o, &Sl
H G b2, ARMER B MREF AT TR, ARZ IR R S Al A, 5] Query Optimizer st
A M MySQL B 545 AR U, X EUREAE MySQL6. 0 G SIELT 1o, FFxsIA
SemiJoin HJHATIRI, 7T MySQL6. O B FATEN A FAFAE FI RIS A AL 1Y) — BUNF ). prBA, AE
Query fEALRIREREH, BEANH T A KNl SR A ZEAEH] 1 &M

B PR LA S AP I, AR UL Query DAL gl I il BRI S i n] A,
HEAGEYE Query Pk A REE LIS NIRALIL . FESLP Ut Ret, FADEF e BRNR 2 AT BN =
ZRRNVIZRR KIS, BARIIOLA T 2ot L BEAR S AN OB I Sk AR Ay, BB . JES, iRk
HIPLte, WoRAER], i A LS fk R

8.3 #4%IFH Explain #1 Profiling

8.3.1 Explain 84

UiH] Explain, HERZIEE A CLHE T, MySQL Query Optimizer MHidFiLAIHAT
EXPLAIN i 2K & PR BAT KA F — M A FE R PAT T RIEROCAL IR AT Query. LA, BILA#E Explain
AR Query W EBA MR UFFRATARER T R fEARZTRT I st i, —/NMFr) SQL
Performance Tuner 7E8)FAL—A Query ZHy, kWit izc&af —MNMEFMHATIR], it
TAE R R SEIZPAT o RITTAE 25 A i 4

FEBA DS A Query MALEREH, FZEAWIIAH] Explain SREAEFATHI S FHEZ A B
BARB AR Z R~ #ssilid Explain KEUEMERER—FE, AR Query MAHRN %785 FIH
b

FAIEHE— FAE MySQL Explain ZIREH 45 FATRETR (2P A5 L AR -

€ ID: Query Optimizer JFikw AT RIrh AW F41'5
€ Select type: FrfiHHMA WY, FEAGLLIFXILAE RS
<> DEPENDENT SUBQUERY: ~#¥if]rh JJ= 25—~ SELECT, M T-AM a4 AR 4k
< DEPENDENT UNION: {#rifjf#) UNION, H.24 UNION th )\ %5 /> SELECT JF4& /I o th i



L AR 2R 2

SELECT,  [AIFFASE TS 2 1 1) 45 R4k s

PRIMARY: AW sNEE W, F AR EH A,

SIMPLE: [ 72 ifal# UNION 2 Ah ) HA 25 1) 5

SUBQUERY: 2 if] P )= A I 55— AN SELECT, &5 A T4 A 45 5L 4R s
UNCACHEABLE SUBQUERY: &% B AL Ty 28 A7 1)1 £ 11

UNION: UNION &)/ %5 — A SELECT JTUA 1 i i FT 45 SELECT, #5—-> SELECT 24 PRIMARY
UNION RESULT: UNION A& Ff-45 3,

Table: Wi — Friy Il (R4 2 (R AR I 44 B s

Type: SVRFRA ARV 7720, FEAE W N EPA,

all: ARFHE

const: PR, HiZ HESH —4&dxILhL, 2% E, bl bR E—IX;
eq ref: IZ N —4RULEE R, —Modiid F el e — R 51k Ui
fulltext:

index: AE5|[HIH;

index_merge: ZWIHEIR IS (BEZ) K5, RIEXRT|45 KT merge 2 )5 i3
IS E/F

index subquery: FAWPHIREIGRABAGE DRI (RETAE) , HAZ A
TR ME R

rang: Z5|VUHEFIH;

ref: Join EH)TPHEKANER R G5 A&

ref or null: 5 ref IME— D&M H 2515 H AW Z AN n— > B & i
system: RGER, R HA—ATHEE;

unique subquery: R IR [ 4 SR B A G g ElE ME— 2

COOOOO

< COOOOO

COOOOO

Possible keys: &R AR RG] WRRAEM RS AT LA, #ie Bosminull, X—

T ZER T IR 2 1 | (R i A B

Key: MySQL Query Optimizer M possible keys P ATiE3Ad FH IR 5],

Key len: el R GIM RGBS,

Ref: FHEMMF & (const) , MRAFEANRMIENFB (WRE join) ki GEIT key)

P

Rows: MySQL Query Optimizer il RGWUEE BN GTHE EALE kI 45 R AR 4K

Extra: 2 aE—DLESME R, FETRES 2 LU N

<& Distinct: Ak distinct {H, BFrbAZmysql $3) T2 S ULEME R G, R b &
W e 0y ) T HARAE R 2 A0

<& Full scan on NULL key: F#lJHH Rt 7o, EEAEBP|ICFEL RS V5 i null
R4 FH AT 5

& Impossible WHERE noticed after reading const tables: MySQL Query Optimizer iHid
WA R G H 5 B W tH AN ] A7 A 25

& No tables: Query A ffiffl FROM DUAL s A& ATAT FROM §-);

& Not exists: fEFHLE/EiZERETP MySQL Query Optimizer JFriliid AR 545 Query HIZH %M
AE LA T2, AT LS 3 sk /D B0 15 1) I3

&  Range checked for each record (index map: N): @it MySQL ‘B 7 FWHAHIR, 4
MySQL Query Optimizer VA3 &INEFIITT LMEH IR SR, W R I8 an Rk B i i)
KHFECH, FTREA R I AT LM o ATl R A MT A5, MySQL A At 7 ) LA



H] range 5 index_merge Vs i /7 AR R AT .

<& Select tables optimized away: 43RAIEH]RELEIE G R EOR VT I AFAER I HIHEAF B
%, MySQL Query Optimizer itk ZR5 |y HH:— w2 75 A AT 56 e 2
o B8R, FEEELE Query TAREA GROUP BY #4E. wWiffi i MINQ 22 MAX O [
%

¢ Using filesort: AN Query W47 ORDER BY #:4E, 1 HIGHERIH &5 58 kit v
YEIIE, MySQL Query Optimizer ANTFANGEREAHD FIHETE 5K SZH

& Using index: FTigBMEEE LT A Index BV A4 M AN Ty B 216 Th OCE i ;

& Using index for group-by: ##E1j Ml Using index —#F, Frisids Rz & 5|/
nl, 1Y Query HHH T GROUP BY u&# DISTINCT FHJHIm ik, Witk BthrgR sl
1, Extra F s BEte 2 Using index for group—by;

<& Using temporary: 4§ MySQL 7ER-SEHRAE rh A2 w2 A I, 7E Extra {5 Brpts
HI Using temporary . FZ4 W.-F GROUP BY F1 ORDER BY 4&#effErh.

<& Using where: WHRFRAIAE BRI PTA Edl, B0H A RAAGE R 5 15T DRI 75
TP, WM< Using where {§ 8

<& Using where with pushed condition: IXJf&—/MWAXFE NDBCluster f7fiti5 |2 A 4 HITY
s R, 1 S FREE i F]JF Condition Pushdown fUALIHAEA AT RESSH AT . #5154

24 engine condition pushdown .

XA DEL B s Bk G — N AFIN Query WAL Explain Fr i@ R FIE B

BB AWM HRER Query:
sky@localhost : example 11:33:18> explain select count (), max(id), min(id)

—> from user\G

sekokskokskskokskokskokskokskokokskokskokskokskekoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE

table: NULL

type: NULL

possible keys: NULL

key: NULL

key len: NULL

ref: NULL

rows: NULL

Extra: Select tables optimized away

X} user RIFAFK AW, AWRAN SIMPLE, RUWEEAA UNION AR F&ifl. EA KA MAX MIN
PLK COUNT =3 i i B (A i AR v Ll I 2R 5 [k R B e 19 2080 s, BT ABEAN ST Extra {5 5
A Select tables optimized away,

PRE—MME A — /I Query, — T &H]:
sky@localhost : example 11:38:48> explain select name from groups

-> where id in ( select group id from user group where user id = 1)\G
seekskokskkskskokskskokskokskkokskokskkokskokskksk ], row skekskskskekskokskskokskskskskokskskskskokskskskskokok



id: 1
select type: PRIMARY
table: groups
type: ALL
possible keys: NULL
key: NULL
key len: NULL
ref: NULL
rows: 50000
Extra: Using where
sekokskokskskokskokskokskokskokokskokskokskokokekoksk 2, row  kekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 2
select type: DEPENDENT SUBQUERY
table: user group
type: ref
possible keys: user group gid ind, user group uid ind
key: user group uid ind
key len: 4
ref: const
rows: 1

Extra: Using where

i id FEFEATATLAE S0 MySQL Query Optimizer 45 HIMIHATIIRIE S Jex) groups HHAT 4K
i, ARG 2P A Vil user group 3K, FTHFH #1772 J& DEPENDENT SUBQUERY, X At i £ 4k (1) 1 1)
TR, BT A AN, ARSI ref, PERMEE const. RIDUME
MRS WRA, —ADRHEET user id, 73— MNEEET group id K. MAtAZET group id HIZRHI
user_group_gid_ind WHEHIARTER S THE? & FAS AN Bl P OCE &2 T
group_id ). 4R, #J5 MySQL Query Optimizer i&/Zi%#% JATHIET user id MY

user group uid ind.

BT RIECR, XEPAFRE2EH] T, KK LOEE A48 Explain DIREHT % H N IR
MI#Fh Query, TAARMIZERATR MySQL B2 EAIE1T.

8.3.2 Profiling (i

TEARZ R TP A TEHE R Query Profiler KET—2% Query MIMEREMIZN, 1XH A7
MA4H—F Profiling (KR FAd FH 5.

BRI —4% Query, FRATTELTE EE 2 ANTEIX S Query HITEREESN 2 EAEME L, J2VHAE CPU
WHEKZ, ERETERIR 10 #ERZ? LAREIHEEN T X5 R, 78 MySQL 5.0 1 MySQL 5. 1
ERF e AR A Z MR T, i 2iEid Query Profiler DifE,

MySQL ) Query Profiler s&—AMEHAER {EN Query Wit TH, #iliZ T H AT PISRE—4
Query {EFEANPATIIFET Z PRI EEISAL, 0 CPU, 10, IPC, SWAPZ%, UL &‘EN PAGE FAULTS,



CONTEXT SWITCHE %545, [FIRIARETSFE]1Z Query HATIEFEH MySQL AT H 185 eR BCAE Y5 ST A A A
B, MHFAVEFE Query Profiler HIHEAKRAVE.
1. JFi3 profiling Z%k

root@localhost : (none) 10:53:11> set profiling=1;
Query 0K, 0 rows affected (0.00 sec)

W AT “set profiling” x4, BILLFFJHRM] Query Profiler jfg.

2. AT Query

root@localhost : test 07:43:18> select status, count ()
-> from test profiling group by status;

| status | count (%) |
| st xxxl | 27 |
| st xxx2 \ 6666 |
| st xxx3 | 292887 |
| st xxx4 | 15 |

fEFFJE Query Profiler IhEEZ A, MySQL 4 HahdskATH AT Query M) profile 5T »

3v RMAGETRAEHIPTA Query [ profile #2455
root@localhost : test 07:47:35> show profiles;

| Query ID | Duration | Query

| 1 | 0.00183100 | show databases

\ 2 | 0.00007000 | SELECT DATABASE ()

| 3 | 0.00099300 | desc test

| 4 | 0.00048800 | show tables

| 5 | 0.00430400 | desc test profiling

| 6 | 1.90115800 | select status, count (%) from test profiling group by status |

3 rows in set (0.00 sec)

JHIEAT  “SHOW PROFILE” iy & 3REUCU AT RGP IRAF 24 Query [H) profile [HEEAE ..

4 EFXTEAS Query FREUTEANN) profile fF K.
ESRIM B E G B2 5, AT o] ARSI ZE(5 B 1Y Query 1D SKRIRIGEAS Query fEHATIEIREH



TEAN) profile R T, RARERAEWIT:
root@localhost : test 07:49:24> show profile cpu, block io for query 6;

| Status | Duration | CPU user | CPU system | Block ops in | Block ops out |
| starting | 0.000349 | 0.000000 |  0.000000 | 0 | 0 |
| Opening tables | 0.000012 | 0.000000 |  0.000000 | 0 | 0 |
| System lock | 0.000004 | 0.000000 |  0.000000 | 0 | 0 |
| Table lock | 0.000006 | 0.000000 |  0.000000 | 0 | 0 |
| init | 0.000023 | 0.000000 |  0.000000 | 0 | 0 |
| optimizing | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| statistics | 0.000007 | 0.000000 |  0.000000 | 0 | 0 |
| preparing | 0.000007 | 0.000000 |  0.000000 | 0 | 0 |
| Creating tmp table | 0.000035 | 0.000999 |  0.000000 | 0 | 0 |
| executing | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| Copying to tmp table | 1.900619 | 1.030844 |  0.197970 | 347 | 347

| Sorting result | 0.000027 | 0.000000 |  0.000000 | 0 | 0 |
| Sending data | 0.000017 | 0.000000 |  0.000000 | 0 | 0 |
| end | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| removing tmp table | 0.000007 | 0.000000 | 0. 000000 | 0 | 0 |
| end | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| query end | 0.000003 | 0.000000 |  0.000000 | 0 | 0 |
| freeing items | 0.000029 | 0.000000 |  0.000000 | 0 | 0 |
| logging slow query | 0.000001 | 0.000000 | 0. 000000 | 0 | 0 |
| logging slow query | 0.000002 | 0.000000 | 0. 000000 | 0 | 0 |
| cleaning up | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |

T T S SR CPU AT Block 10 FVHAE, AEREMW, X T et Eagmaidr & . 8353
HHAB 4 L, #BA  LLE AT “SHOW PROFILE ssk% FOR QUERY n” SR3EEN, &A7i0g Ak v LLEAT
TR AT

8.4 SEWITHA ARSI

K51, W SR EE EA A E R AE Query DU RIIARAL T-Bez — 1o ERIRZ AFER
PRI IR AR S M TR 5T, RBER S RES AL Query SATHVSER, T IFANEIIE AT A2 AR
JEIHRRGI IR, FEE 3 LA FIR G Z I X S S ARG 1o IEBUA R 5 D 34T
) Query PEREFZMIMRA, PTUABATHEN ZIRABAE MySQL HRGIRIFEASIIL, LRI RG] Z 18 X
Bl A RES T AT BT R B L R 5 R AR ORI BE 57T Query IPAT 2%

71 MySQL o, FZATPURMRI RG], 43504 B-Tree &75l, Hash &5, Fulltext F45IF R-
Tree 51, NI XPURFER 51 A FEA S5 2B AF i a5 R — A KB 2



B-Tree &H|

B-Tree ZR51/2& MySQL Hidla b HI s AR 51288, BR T Archive fFfi515Z AM AL BT A
(RAEA S | B SO B-Tree 451 AUNTE MySQL Hgdnt, Sibr BRI 28R g B R 4t
B-Tree W5 IBFRFEM R T EMRG IR, RKEERDBY B-Tree R 5| A7 fifk 454 LEECHE FE (1 B
R AR R R

— kU, MySQL Hf) B-Tree ZR5|MIMH A KZ A2 LL Balance Tree [WZ5HRAAMENT, Ak
SE T SRR T BB AAT LT Tree 1) Leaf Node, 1fij HEMTAT—/™ Leaf Node )i 4% 1K BE 4R
ATERAHEIN, PFrAFRA TR K ABFRZ A B-Tree &5, FIREEFEHEAE (B0 MySQL ) &R A7 M5
B LEAFA O B-Tree R RS AFEEAIMNESUE . W Innodb £74E5 141 B-Tree ZR45|5E
A I AE i S5 M) SE R e B+Tree, tHal24E B-Tree i &i kit RLmt A TR /NFISGE, EF—A
Leaf Node b[fith THABUR S IBEIAHOGAE B2 Ak, A7 # T 481 5% Leaf Node AHABMIJG—A™ Leaf
Node WIFREMEE, XEZLEN TIRAE R ZAAHLL Leaf Node MR FIE.,

7t Innodb fEfis1%rh, fFAEMNMARIEXMZEG], —Fig Cluster B EHEZR Y| (Primary
Key) » ah—FlilE FH Al A7 518 Can My ISAM A6 5 12 ArBOE NEAAH R 1) 18 B-Tree K751,
XMRGIE Innodb fAEG I HEFR A Secondary Index. I [HIFRATTIE L B 7R RAEF XX AP R 5 | FRIAF L
T A~ E AR

MNon-Legf Nodes

PK t t
roo Indek|Pages root| Secondary Index

——_ ——

[

L]
Ny
L+

|

4

|

EEEH RN
[l T
yd |

R
o el fﬁrﬂiﬁ%% rAER

Leafl [Nodes
Index| |Pages

RO EBLERD
fRO BIERD
O EBLERD
d
Ny

| MO BIED |//X >
d T >

MO BlED
MO B1ED
MOJ BlED

KR 2i sy Clustered JERAFIN) Primary Key, AUNHEEE) B-Tree Rl. PIFRGIAE
Root Node # Branch Nodes JFH#SELZEE—F M. Ml Leaf Nodes FiHIMERT . £F Primary Key
1, Leaf Nodes fFISI/ERMISEPREds, AUNEFE FHFBINEE, AT B s, A%
Wi A F 8 G P HES . 1 Secondary Index WIAIHABISE ) B-Tree RIIWH NKNIKZESR, HIEMHE
Leaf Nodes M TAF/BUR I AT EAL, AL T Innodb (1) 3 5E{E



FrLL, 7€ Innodb A SiE Lt TR Vs ) B RCE A AR &, M 2@ Secondary Index K
Vil E #1915, Innodb #5EiH I Secondary Index HIAHIAZE, MWEAHN Y255 2] Leaf Node
ZJG, TEPIELL Leaf Node HHAFJ M = B FIE 1) 3= 82 5 | RSB N IR B 4T .

MyISAM f7fif5 | 8 s R 5 I AR g R 5 1 220, ORI 2 R 5 &R 5 12— — AR
g e T H MyISAM 126551 1& 5| M Innodb ] Secondary Index FMIfEfifi&iftiFEAAF, THE
DX e MyISAM 766515845 Leaf Nodes LIHIHY AR SIS B2 4h, FRATHGE E. 32 A7 2]

My ISAM i SC2E R AH Y AT 45 BL (i Row Number) , {HIFEANSAE T B ) BEAEAS B

Hash Z&5|

Hash ®57E MySQL FEHIKIIEA RN Z, HAT: 22 Memory frfity|ZAEM, 11 HAE Memory fF
%51 ¥ Hash ZSMENERINMR G258, Frif Hash R5], szPp bateiid &M Hash 59k,
TR T Hash 188, SRIFHEEIN Hash AN A Hash £h. RIGRERFHER RN
i, FENGEE R LAIAT AR HIEM Hash 2%, 85 PR Hash K1) Hash {HEET LRI HIAHRNY
IUEEHSE

7 Memory fF#51%rr, MySQL 3&SCHFAEME—F) Hash &Ryl. AIREIR 2 NsUERYE, Wil dEmE
—If) Hash 251, JEAHFIFMEZWFAEEIE? 75 Memory A7fif%5 1% 1Y) Hash 51, W s 2| AEmE—
{H, FERETIEEARANTRER B A A hash BEE N LA SERIBAAAE, SRS LIS SEBr SR A I
A PR RL AR 15 1 B o

T Hash Ro|45fmeaktt, HARICRIERIE, R R LL—00eh, AT ES B-
Tree 25175 EE MM A P 20BN SR 5 A BEVS 0] 21 0015 SUIXAFE 2R 10 Yiin), Jrbh Hash &5 RE
WET B-Tree &3,

AIREIRZ AN A5 T, BESR Hash KRGIMRCREL B-Tree miiR%E, N4 KFEA#HH Hash
RIS EAFH B-Tree R5IWE? L[ FHYE A MWIITER, , Hash BIBE—FF, SR Hash &5k
RUFAET 2w, (B Hash RGIAR G i ISR Mt a7 ok T 1R 22 B FAN By, =24 DL IX 46

1. Hash ZHUUALHEERE “=7, “IN” Hl “<=>7 £, ANHeAlH G HE 2 i,
T Hash R5|Fr L& T Hash 125 2 511 Hash {H, ArLL Hash K5 HaEH TN
RhyE, AR T TSI Y, UM AN T Hash SyEANEE Y JE1H Hash {H RN
2, IFAEERIEIEH Hash 882 e s —FE.

2. Hash ZR51JCEEAA] F R RE S 25080 (1 HE P 34
T Hash R5|IHAFHUNEZ Hash tHE2 )51 Hash {H, 11 H Hash fEFK/DN R IFA—E
H1 Hash IZEFTIVEE M 584 —HE, BT DAEAR ZEJC R F 285 | (0 s ket S A T4 FE s 4

3. Hash RIIARERI A2 5 B A if);
XTAHAEEG], Hash RII7EVHE Hash AR A SR EH 25 —EIHE Hash {H,
AN BT Hash {E, AT DS 3RATE L 41 AR 51 0 FT i — AN LA R 5 AT A e i
{5, Hash 25 JCykp A £

4. Hash ZRGIFEAT A Ik #RAS BE B S 2R 11 5
A FEATC L5008, Hash REUEBRGIEEN Hash 882 )5, K Hash 2545910 Hash {8
XS N AT R EHE BAFBCT—> Hash &, i H i FAAEAFR S BEAA/EATR Hash (B



ArRE, BT ARSI FRATTA G AL HEAS Hash BE I EERCsR 554, AL EEEN Hash &5l
TR SE AT, ST B I Uy ) e 10 S B B A TR N IR LT A I AH BV 1 25

5. Hash ®5[EFINE Hash (HAHFF I OUG PEREIEA — &5 L B-Tree &5 s
XTI R BRI R 18, R FAI6)E Hash K5, BARNPESAAAE KEd R 8EHE B
{E5R—A> Hash {HAHICHE . IXFFELE AL HE— 20 sk M 25 AR H BRI, vl BE SR O AR
ZRREAE VT 0], 1T R AR BRI L

Full-text &5|

Full-text Z3BEERATH VA CRE], HRTZE MySQL sPUA MyTSAM 77451k, i HAl
FEAS S FTAT B A S A0 HROKk U, XA CHAR, VARCHAR 1 TEXT 33— A 28 (1 41 ]
PLEt Full-text &5|.

— R, Fulltext Ro| EEREBACHCRAL T LIKE ~ %% #/E, SZFr b, Full-text &35l
FEAR BRI AL AR LIKE #2458, i FLASE N 2 P B &1 Full-text ‘R5[— KA
N TE 2=

Full-text ZR57IFFHE M) B-Tree RIIMISEIXAEN, BARMFEFZLL B-Tree JEAKAFMESI
Him, (g IFA R BN AR SR L AL, Sl R S, K B 3T o bR S PR T
Fyle —ORUE MySQL RESILMIUANFATKR B, EHEAS Full-text &5, Fr6l N AL 0 PR ES
gy, EBATRTBRETINR S FA R AR RS, iR E iR (B4 MEREGIMER. BreL,
Full-text Z5|™H, HIELE B-Tree R5I40401 KA ZIRA TR PR a6 8, A2 701 2 J5 285 1L
o 7E B-Tree WM AUERT, AT SN0 B8JE M5, LARIR B & % K 2 B i =75 oh A5
BRI B ES P EE B

Full-text RIIAULAESLBBHIILEC AT 4k, ESCBL 73T ARG S MR & k. 4%, X4
DU 2 3 7 2 MERf sk T B I 5 BATIRAE T o Full-text @ —SUpF @ iBvAG R, &6 FRE
FCT SRR NI ES, g AR I RO (R .

A, H— R TR, MySQL HAETI Full-text R IAEHSCCRE I THEAN KRGS, 75 At
WO B8 = J7 HAh T s 4l AR 5 e T H. Full-text RYEVEEFTAGR BT LRI, I BLLE RN HI 52
B 2B 77 I 2 T R R AR VA

KT Full-text ISR FARABME A, BN BFE AT LA TS MySQL %
T Full-text MSRMMEM TR 1 #E S N PRI R .

R-Tree &7

R-Tree 5| nl et JA AR A h AR D B — Bl 51568, 32 ZRIR AR vk R) A A 2 11 1)

;EE]EO

76 MySQL o, SZHF—FH RAFHCS (045 B Edis 252 GEOMETRY, HJET OpenGIS Fiii. &
MySQL5. 0. 16 Z RIIRRA H, AL MyTSAM A7fi 5 158 S FRZ A 2K, (H2 M MySQL5. 0. 16 WA TR 46,



BDB, Innodb, NDBCluster FlI Archive fFffi|BEth I FHIASCFFZAHEIA . 0K, HIRZ Pl 51 BHIT
UHSZFF GEOMETRY Hdhidey, (HZAUNZIG MyISAM fEf5 1350 FF R-Tree Ril.

71 MySQL R T HA IR 2R PR R-Tree SRR JIAEHE R, Al L% (MRB)
5 R BIERS]

BIRUA AT MyISAM A7 5 S SRR 5] (R-Tree Index) , AHJZA1RIATZREHA K S5E L
fo, BUEAEZE e LI B-Tree RIIFEFERT USRI RINHOR, 2 MR 511 L EZPCHRAE T 13K
AME VG AR %, ATUARIA R R-Tree K451, MXNAE, B-Tree RIIMIHERN I T .

XFF R-Tree RSP AMAE AR SIS MySQL &M T

RGN A B Ay a5 e A5 i B3|

R B B AR FITE R 5 RESE MR [ de i BT TR AL R I0RR, AEFRATI Query $ATHEE
R, (HZ A REIFARBE AL ARG R R G IFEM RS i R BRI I, gy BT Bl ey ok 1728
U SEN o T I EATT 2 0% MySQL o 2= 5| IR 5 Bl — AN ) 20 A

R A4

R BEMS 2 BATT R K i R 2 Ak T BETE A I ACHEA #2110 T, (HZ BAME AR 7132
FINAHRENS 1A 10 B A AR 22 200 Btk e o IR S 1A TR AT RE R 20E R R T “ REfg e ims 2udle
R IR, BRRER P (1 10 A

WS, AR R AR T BRG], PR I R ai At K 1% 7 BUE R R A A F I i
CISS S FNIEF T ey & SR 1/ ok (N A TR 11 a2 SOl R RSB -4 €1y = R e AV 3 o i
Kcas FUE R mAR AR R R BRI HRAGE, REEA MR E K, e B
HEFP A

BAVFIIE, BEADRTIH RGBS L R 5 | B AT HE e AF TR, Bl B BAT Query i
ARSI LR R, R BA TR 7 B R 518 5 B 3, MySQL Query Optimizer
TR mysqld EBASEEE 2 G ARHT 7, BOUARE R 5 U 8 22 i 2 % 7 2K

IR RN ? P AR R INE IR R G158 (ER 2 AR R SRR A T H P R e A
YA, PTEAERIBAIN Query AR RS AERAE, 0 H 4L BLBRIGF AR G187 Be 80 A
mysqld [FIFFER] AR T RIEE 5 | L2 HEUT 3 A3 AN R P T A Wt 20 2 P AR P 4 A

HEF > LR A LSRR R IRA TR NAEAT CPU BRI, A RIATREME AL AT HE P 0 LA T AT AR
3l KEBRIIRRAK CPU BRI I FE

2R 1) Bk

RO TATH O RE T, HRBNAGDE B RF S TATHIRIVIZ AL b2 AR5
KM Query PUALIIZELE, HEIRIL Query IBAT ANEIRILKE WHERE 1) (A P e IAE R 51 7



S, R OSSR R R, B RERS R T D LB IO PE R LR A e
A LA 2R 5 A TR 2 S — WY R . BRRRATIZE Table ta 1 Column ca 6
R THY] idx taca, WALEFTEH Column ca (B, MySQL #5FZAE T B Colunn ca (IR,
WHEHE Column ca I3 IBCHR, DN ST AT RBLA MR IR L TR 12 )
Column ca HEAT225 |10, MySQL FF o B SO SUZTERFEot Column ca (0158, JKBE, FiHSokiN it
) SIS RERE RN T RITAORIN 10 BABEEZ S BN TSR, Bh, Colum ca [9%7)
idx ta ca ETE LM, W HBEE Table ta s EMME K, idx ta ca Frdy A A<
AR . T AZE 3 3 2o R A2 D VU RE R

LUREPRIVEPeiiE Sollfe ]|

FE T T RGIA S 5, FATEIE TRIDFA R LT, FE TR 52 kel /E .
IRBAT R JEAZ UKW RS R 5 e 77 % e 2

Sebr b, IFBA AN ARE W A E T LIS R g SO A P BV AZ BV R 5 A T BN Z B R
Glo BOABATIN I S SRAE R R, AFAERZ IR 2R, A TEFEVIRAENE FR B LA 1)
JE HME R B BAT M7 ERE RS

& BRSO B AT T B Z B R T
2 Bl AL R (MR B AT AL IR dom o il D i BT IR (R i i, A T TR R R S 1
AP RATANE T, RINER AT B R 58 7 BUE A BT Query 1 10 BAYEAT
Bl BTLA— BOR BTN AZ A B I B 4 1 7 BB R 5

& MEPERZEMFBANES GRS, RIS A4t

ME— PR ZE - B R ARR e 2 RS T B, RN B A A I B B P A7 7 I nl g s
IR 2L MEEZH, SAMEESAAE TR T ETEUE B2 il . 07Xk
FB A AR B ERIE ARG, BOYRIERA A T RS, MySQL Query
Optimizer KZEIMMEM AL LIEFATH, WHRAT A% MySQL Query Optimizer #hi T — FX
ERETIEM RG], BAAEF BRI SRR, XA RES T KR RE . T RLIFBh &
AMEHS A REMIE, AL 5 EAARYE 251 U5 ) B (0 s g 2 afr koK s i BEpL 10, 5
A7 e AT e 2 LK = A 10,

X EEE TR TR IR S TG DRI S BRATTIE 25 Vs ) b i Es i
MySQL 2> #2225  R ( SEAE AU RAK P REAT U ) o — SBOR U BBl T KA 778 2 il
3K, AERIZ AL SR AT BEK 2 BN S MR BT AT 1 2% 5 | B PO B AR — 28

AT L R g5, BADE RS AR EE N A R B LR . IO EHE A BB —
FRi AL EERICR S, BATSBIPUX SRR X s i, GRS F A RE G K
LA BT N S5 Ah— Al e i R FATHIZER, (RREX AR AYE X s vl Bl e
Y Bl v B, XA S | s B X Ba ol M Y KE 0. wnbakal - HA Ak
56 A BEPTS T AR RRE] B BAE T, XA ILIEAE SR IC R AE X 2 i
b, ATZATERE X B CAESE T, HAERHREHN X BT, X, sikr EEg
HMBLE P X Bl UK T o FEGREAE R AR, W Rgil o L O IR B B



IREFER KIS BRI T 10 Vsl &

AL, AR AN BN B TR 2 B s, A U e B R (B o AN SR AR
REIE R A, i TARIER 5 R A #HGE BN 10, FRCeR ELREAT @R iy 10 1)
MARUFERZ, WAEASIINEL 10 K, FRSEREEE 10 MEREM T .

RE ALK Query WILERLEH UL, =4 Query PriRBIEHHEN 7 43R K 15% 1
A, AN Z P 2R 5 R SEBOX AN Query T o XFF “15%7 XAMECTF-BATIAREH T
RETTRIER, (R DMTEN] 1M PR ZER F BOFAE A BRG]

& EFARE AN T BRAE SRR I

FmrER G s P EATC LML T, RGBT B E B R, A R
e, RN Z R RS M, DAORE S G RS . XA ST R 2 10 Uil BB
B, AMUOGEMI TR Query [IWININ ], B2 M SEAMEAE RS BEBHAE, A RS
IIR7E= e

R, FEARAAHAEE I T Bos UG S QIR I, I EIAE SR i 5 Lt n] LU Y,
AR 1B BIRAT AR F AR NSRRI We? RERD, REoreh, dbsdARb
I ? PsEil, SXANIEECHEREE ST AR 20 a1 8 2ok A ] — I ) B A e B3 ) TB8OMIR T i
FBAE AT B W BRI, W Rl % T B BRI AR, AT RE) LA sl 2 KA
SRAT R, TSR R B RS, IR T B EAE A ARG Rz, R
ZTBREWILERNE, mHEEIEA RN, i L R A R Ik
SR, HA N BEAT B s K (0 BRI A 2 m] A2 1

& A HIAE WHERE 7] (17 Bz B R 51
AEIEHNZ A2 ORI 2R T, Wi

RRERGIERAGR

FERME T T —F MySQL MR R 5 UL R 5 IA G (A Il — AT BUR T R 2 AR5 2
Ja, BATITEA T-AIER T ORIATRATI Query T FEARZ I, FATH WHERE 16y rf R S 4 1F
FEAFURET XTI T B R 2R 2 20 7B AN W IE 4 M H A2 AE T WHERE F-HJ
FEIKBIIAR,  BATTHOLIEAE BT, AR I PEE s 1 7 BOdE LR S e %A T v B G
FAFPD Rl AN A RS ?

X IR L, ARAMEAT AT IR, BT ENZ IR S, P Rr &2 At
95, R IR R T SRR . UM L R AT T AR 2 1 R 5 e i B A P RE R
I, ik B AR T . ARSI RNA 27BN, BOE BRI ml Rtk e bt
PRERGIENIRZ, IR REH R I M At gl b B R 5 | e B, M 3RATTAH WHERE 5~ A) P
WA A 2D FEBAI R, B 27 BOL R AR A& 25 B R € AU R g 41k
PR AT B MRS E . POV PR 5 sl g B A e B, Al 4 &R 5L,
FAAEG 1T 20T S 2 1l L, ARV 2 10, 2 il 2w 10 A,



FREA LI AC U, RBATAT LB B 2N R T W s, FRATATLLS WHERE A1) 6k
NFBUARAIE N RBER G| (HRIXFERMA RS ? XSS, MySQL Query Optimizer KZAL
A AR A S e R 1 — RS, ARG IHAR R 5] BIAEAbIE R 1 1R A P A 2 5 22 (R 51l
if INDEX MERGE RALAL &y, AIRERTWCEIIIR RIS P 2L — MR G . DDA 5k
FEEIL INDEX MERGE SKREEALAEHD, mhifs ZE U5 251, R ZRR 8 L U i) 81 J LA 25T merge
B, TR A A AT RE S 43 LU PR L P — e R R 5 R 7 i o vy

FE— R s, AR IE 7 BAE K2 55 Fae dE th 90% A L%, i
AR I DE 7 BesAF A S R ST, J—BOE MR TaIEE A ARG, JUHRAIF AR B M 5 F
WAZAnt . U B BA TR R R, BRI A Query "H4 R T0 JHAE, HPEU W AT
SEARER, P i BRI B AR AR R o

R, BAEIEA G R IIEAZ U T 2R A 40 I P 7 BUABHE— AR S, BATTE N %
REE—ARIEA Query WERIFIAIN, REmD R AR ERGI8CE,  J80 R 2 5
KRGO RAS,  [R]I3E T LUy RO 2R 5 | I R A7 fids 22 1] o

BEAN, MySQL 3 A BATRML T — DRG] A S ThRE, IHUE TSRS £ MySQL 1, Al
A DA HIZEAN 7 BRI AT T8 73 O R BEOR R G 7 B ARIE BN 51 F A7 6k 25 R A i
RSV R IR, BTSR S DD REUAE H] T 7 B 2 U RE AL B S AR N 7 B n R 3RAT
i WRGIN T BTSN AR Z ER, RoMiligtk AR bz B, Tl R 5 Frs i i 8ok &
HLHEN, XN RATS R 5| AR BERG IR D A7 A2 T R, EUR T RESSIE N Query Vs M) BER AR IR,
S A K

Query MR TIEF

ALY SN, JATH Query m TAAAEZNEUESRAT, MR ZADRLIEFAT AT Re AL T P el B
LRGP, EIXMIZE T, MySQL Query Optimizer — &I NABAEWMIE RAE MGG Bk F i —
AMERZ Query BARIIZRTITEA W), ERAAAEEN T, IREEH TRATH R HE B A HE)
e, MAHEZ MySQL Query Optimizer HEFDJREMIGLRE, 23 iftJFRA LR A IERMME LI
P T HAD B WRBCR BRI R 5] AEXFIINE, FATHAGAE LI T, £ Query "FHIIN Hint $2
7~ MySQL Query Optimizer Rzl RN S MAZAE N RG], Bl i iR A i) 4k kil 2]
FHIFIT H

BATX B GE N AEATES 295 “Query B AJRALTEA D ES AN R I (8] “ANAAE F Bt R i) ik 4
7 ol 3R ¥ group message FRIZR SR %L, AR5 AT 04T,

f group message I &RG]:

create index group message author subject on group message (author, subject(16)) ;

PWEEMZRELME R (BT RIESEAR T ER/R5D -
sky@localhost : example 07:13:38> show indexes from group message\G

seksokekskskoketskokekskskokekskokokskskokekskokoksk 2. row  skekeskskekekskskokekskokekskskokeskskokeskskskokskskokok

Table: group message



Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:
Cardinality:
Sub_part:
Packed:

Null:

Index type:

Comment :

1
group_message author subject
1

author

A

NULL

NULL

NULL

BTREE

seksokekskskokestskokokskskokekskokokskskokeskskokoksk 3. row  skekeskskskekskskokeskskokekskskokeskskokeskskskokskskokok

Table:

Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:
Cardinality:
Sub_part:
Packed:
Null:

Index type:

Comment :

group_message
1
group_message author subject
2

subject

A

NULL

16

NULL

BTREE

seksokekskskokekskokekskskokeskskokoksksfokeskskokoksk 4, row  skekskskskekskskokeskskokekskskokekskokekskskokoskskokok

Table:

Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:
Cardinality:
Sub_part:
Packed:
Null:

Index type:

Comment :

group_message
1

idx_group message uid
1

user id

A

NULL

NULL

NULL

BTREE

seksokekskskoketskokokskskokekskokokskskokeskskokoksk 5, row  skekeskskekekskskokekskokekskskokekskokeskskskokskskokok

Table:

Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:

group_message
1

idx_group message author
1

author

A



Cardinality: NULL

Sub_part: NULL

Packed: NULL
Null:

Index type: BTREE

Comment :

MF 311 Sub_part 1, FATATEARE] subject FBULILAT 16 TSI W1, iM%
BTAMVEFEAH B user_id , nick name 1 subject FEXMIER TS EE (weiurazs) , Ay
XA AT 2 L IIAAAE T group message THIAE R FRATHIEAFAE AR5 AT LU A T -
idx group message author , idx group message uid Fll group message author subject, [ HtR%0
RS user id SEhr EAGZAT —A> author ZpJlME—XI N, FrLAsEPs b, JEIRZMEH user id
author (nick name) FRJHE—RAE N S A8 A SAFHAE ], PTG BB H L e 4. 24
R, BABETTE subject LIKE “weiurazs% XANSAKILIE subject AHICHIME R

WP =R, MBI E RS, FATENIE group_message_author subject &5 ATLLLF,
TR B R R, R RAMES]T subject MEHMERL, subject EIRATIIA AL S 115t
e, FHBRAIDDNEFMA user id , author FI PHE I R H I AT VR

sky@localhost : example 07:48:45> EXPLAIN SELECT * FROM group message
—> WHERE user id = 3 AND subject LIKE ’weiurazs% \G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: group message
type: ref
possible keys: idx group message uid
key: idx group message uid
key len: 4
ref: const
rows: 8
Extra: Using where

1 row in set (0.00 sec)

RIHE, XA REHAT IR, RN TFFARETTRE MySQL, KEAFRATE A H author
KHATILYE, Optimizer MARANSIEFE group_message author subject EXNERG[, XAFATH M

=i
H o

sky@localhost : example 07:48:49> EXPLAIN SELECT * FROM group message
—> WHERE author = 3" AND subject LIKE ’weiurazs% \G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekokskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE

table: group message



type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

range
group_message author subject, idx group message author
idx_group message author

98

NULL

8

Using where

1 row in set (0.00 sec)

EIRBATSCAMH author YENEWZAET . B MySQL Query Optimizer A/33RBEATIEF
group message author subject EXAPZR5|, BMEiFA1E T analyze T2 EIFEHISE R,

sky@localhost :

example 07:48:57> EXPLAIN SELECT * FROM group message

—-> WHERE user id = 3 AND author = 3" AND subject LIKE ’weiurazs% \G

sekokskokskskoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:

key:
key len:
ref:
rows:

Extra:

row skskskskslkelekesksksiskskskskskekeieskskskekekekekekekek
1

SIMPLE

group_message

range
group_message author subject, idx group message uid,
idx_group message author

idx_group message uid

98

NULL

8

Using where

1 row in set (0.00 sec)

[ user id 1 author PIEHIEE, MySQL Query Optimizer X FRIKIEFET
idx_group_message uid XPMEG[, BRAARZIRATHE IR,

sky@localhost :

example 07:51:11> EXPLAIN SELECT * FROM group message

—-> FORCE INDEX (idx group message author subject)
—-> WHERE user id = 3 AND author = '3’ AND subject LIKE ’weiurazs% \G

sekokskokskskoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

rows:

row skskskskslkekeksksksieskskskskskeksieskskskeskeskekeskekeskesk
1

SIMPLE

group_message

range

group_message author subject
group_message author subject

148

NULL

8



Extra: Using where

e, WATAEARIA MySQL A IRATFEALMERAL Query WHEFTAEH =gk Dhag, it W
V& MySQL Query Optimizer FRATEATHMIANZRSIM Hint Thfg. smd] MySQL i ]
group_message_author subject IX/NRGRIFEMAMN), A TEBIBATIT T BHCR

B, A

WU E AR, RS
RN

2> FERAIERE group message author subject IXANRFIAH A ZE—
A RERER? KK it

I mysqlslap HEATISEFRPAT %4 Query HIPIHAZE 3L

sky@sky:™$ mysqlslap ——create—schema=example ——query="SELECT * FROM group message WHERE
user id = 3 AND subject LIKE ’weiurazs% ”~ ——iterations=10000
Benchmark

Average number of seconds to run all queries: 0.021 seconds

Minimum number of seconds to run all queries: 0.010 seconds

Maximum number of seconds to run all queries: 0.030 seconds

Number of clients running queries: 1

Average number of queries per client: 1

sky@sky:™$ mysqlslap ——create—schema=example ——query="SELECT * FROM group message WHERE
author = 3> AND subject LIKE ’weiurazs% ” ——iterations=10000
Benchmark

Average number of seconds to run all queries: 0.025 seconds

Minimum number of seconds to run all queries: 0.012 seconds

Maximum number of seconds to run all queries: 0.031 seconds

Number of clients running queries: 1

Average number of queries per client: 1

sky@sky:™$ mysqlslap ——create—schema=example ——query="SELECT * FROM group message WHERE
user id = 3 AND author = 3’ AND subject LIKE ’weiurazs% ”~ ——iterations=10000
Benchmark

Average number of seconds to run all queries: 0.026 seconds

Minimum number of seconds to run all queries: 0.013 seconds

Maximum number of seconds to run all queries: 0.030 seconds

Number of clients running queries: 1

Average number of queries per client: 1

sky@sky:™$ mysqlslap —create—schema=example ——query="SELECT * FROM group message force

index (group message author subject) WHERE author = ’ 3’ subject LIKE ’weiurazs% =~ ——
iterations=10000
Benchmark

Average number of seconds to run all queries: 0.017 seconds
Minimum number of seconds to run all queries: 0.010 seconds
Maximum number of seconds to run all queries: 0.027 seconds

Number of clients running queries: 1



Average number of queries per client: 1

AT LIS A B, I RATSIN Hint Z JGiE$E group _message author subject X/MNEHIN
Query ffisi b HAd Y = 4 BEPIR £ .

R IXA RG], Bl T DA MAEPEAE Query BUIR, IEFEGIEMIR S HEARH EEN, i BT
I SEBIIER] T MySQL Query Optimizer JEAEAEATIMRHESREW LS M B MPAT IR, AEAT L8, 3
TIABEASE L N AT THHUKLE MySQL Query Optimizer MUARAR[) “ARVL” , 4 HRERA 10 DAL .

MR, EATREIU R AR T RATEREGIER I EZNE, I HARRAT AT g ES 56 A MySQL
Query Optimizer, {HIF¥&A & UFRATRIZWARIER DM ESERRY . NI TiEEaER g
LR, I EE s TG, (BAER 2805 ik tsaE - .

Lo XN TR, REEREE N UET Query IEMEHEF RG]

2. {EEBRAEGRIINRE, MET Query HakJE Mk m I 17 B R 5157 BT HE 51 RS AT 5

3. TEIEFA G RGN, JREEFE AT LIRS A5 200 Query ) WHERE A9 B 2 7B INR

gl

4. RATREE L Mgt 5 BT EE Query I EVERIA 2IEFAIEZR 511 H 1 osc b i Af

Hint NAFEHIR LSS, BOAIX A5 B AP AR N, - [RS8 00 4EH By K 13 78 XU o

MySQL 2 5] ) B il

TEAT R G EIRE, FATENZ T MAE MySQL &5 IAAERIBR I, DMEAEZR 5N H o AT e e e o
BRI AT R I . RIS T H AT MySQL 72 5 i AR G RIBR il
L. MyISAM f#6ifi 5 828 5 | B BE B AN Rk Ik 1000 715
BLOB 11 TEXT 2R 21 L Be @ A4 = 5 15
MySQL H ARk E & 51 s
ERAET (1= 8 O) PIRHE MySQL Gz R 5]
g B T REGE S (W abs (column) ), MySQL G FHZR 5
Join ifAJH Join AT FBERIIA—SFUINHE MySQL TLVEM AR5
i H LIKE #AER Iz an R4 OB AT 4G ¢ " %abe. . .” ) MySQL TGvzA &R 51
i FHARSE A IR MySQL TG A Hash &5 l;

e A i e

FEBAME B G INAR, BE T L X LR, JEH R BB R I O, O IXAR
2 oy W BA TR A i 2y 3 el R R PR RE e AR

8.5 Join HYSLIREB R HLIL B

BT RATE L 7% T MySQL Query Optimizer M TAEJREE, 2217 Query DUALHIHREAS J5t A1
B, PR T RDIEBNET), X ERATEHESE Query AT HAEE AL, HBER v BEAEAEPERERR
(¥ Join iify, GREEHATH Query PLALZIR.



Join FSEBL AT

fEFHE Join WHAJHIDUAL B Z AT, FRATE SEEIAAE MySQL P2 W T RSEI Join 1), HZEPfE
TR 5, AL R T I MySQL T Join YSEELE B

76 MySQL 1, HA—Fh Join HiL, Wi K4 55N Nested Loop Join, Ab¥A HABIR 2 Hd A
Jrdeitr) Hash Join, WA Sort Merge Join. i X, Nested Loop Join SEFr b ahieifi il iKah&
(&8 FAEAE IR SRS, ARG — 44 B % 45 R A B it sE 4 F 2 T — N R &AL
P, REGIFE R WRIEAE =AY Join, WHENFIHNRE Join 45 RV DRI ERIER
IR @iV [VE7N < iiF S O i e R € 7 (6 TP 1] o =

FHFAPEEL — =% Join EA)REIRUII MySQL ) Nested Loop Join SZHL 72,

i HTEER Explain —/ME MySQL 5. 1. 18 A FFA LG R (FEZ A HU2
BA G R, SERR AT R AR FrEL R s B IA 52 MySQLS. 1. 26.

Query WIF:
select m. subject msg subject, c.content msg content
from user_group g, group message m, group_message_content c
where g.user id = 1
and m. group id = g. group_id

and c. group msg id = m. id
A TAEF RG], BATEL LT M ERAEN group_message RHIHN T > group_id [E 5]
create index idx group message gid uid on group message (group id);
WIGEGRNM Query AT

sky@localhost : example 11:17:04> explain select m. subject msg subject, c.content
msg content
—-> from user_group g, group_message m, group_message_content c
-> where g.user id = 1
—-> and m. group_id = g. group_id
—> and c. group msg id = m. id\G
sekokskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE
table: g
type: ref
possible keys: user group gid ind, user group uid ind, user group gid uid ind
key: user group uid ind
key len: 4

ref: const



rows: 2

Extra:
skekskokskskokskokekskokskokskskokskokskskokskskoksksk 2, row  skekskekskkskskokskskskskokskskskskokskskskskokskskok
id: 1
select type: SIMPLE
table: m
type: ref

possible keys: PRIMARY, idx group message gid uid
key: idx group message gid uid
key len: 4
ref: example. g. group id

rows: 3
Extra:
skekskokskskokskokekskokskokokskokskokokskokskokoksksk 3, row  skekskekskekskskokskskskskokskskskskokskskskskokskskok
id: 1
select type: SIMPLE
table: ¢
type: ref

possible keys: idx group message content msg id
key: idx group message content msg id
key len: 4
ref: example.m. id
rows: 2

Extra:

FATATLAE i, MySQL Query Optimizer 4T user group 1ENUKENE, ESEMIHAIME AKIS
f user id i %K LHKIZRYS| user group uid ind KiHAT const ZKAFEG] ref Ak, RJEL
user_group KPR UEHKRIIE RN group_id FEAEAEMEAN:, X group message JEIAH], A
Ja AN user group Fl group message PIPNFRMILE FAEPH] group message ) id fENEMH S5
group message content [ group msg id EbBGHATIEIAE W), A B BHEMIEER,

R R AT DOE R Rk AR ER -

for each record g rec in table user group that g rec.user id=1{

for each record m rec in group message that m rec. group id=g rec. group id{
for each record ¢ rec in group message content that c rec. group msg id=m rec. id
pass the (g rec.user id, m rec.subject, c rec.content) row

combination to output;

AT DL SE S B RIS TR HS SR B AT L -



{g_rec.group_id=m_rec. group_id) (m_rec.id ﬂ:jlﬁ':- roup_msg_id)

Mested Loop(ref) Mested Loop(ref)

_.-'—"'_'_ﬂ_ﬂ_ﬂd

T VY

nding 12s ynsay

]
]
/

) )i

— |

— -

nn
(T11)]

group_message (m) group_message_contentic)

user_groupig) .
—groupig) index ref scan index ref scan

index ref scan

AT L A5 group_message content K LI group msg id FEMIRG], RGHEEHRITILI

sky@localhost :

example 11:25:36> drop index idx group message content msg id on

group message content;
Query OK, 96 rows affected (0.11 sec)

sky@localhost :

example 10:21:06> explain

—> select m. subject msg subject, c.content msg content

—> from user_ group g, group message m, group _message content c

—> where g.user id = 1

—> and m. group_id = g. group_id

—> and c. group _msg id = m. id\G
sekskskkskskskskokokskskokokskskokskokskskokoksksksk ], row  skekekskskskskokskskskoskskskskskokskskskoskokskskskosk sk

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

SIMPLE

g

ref

idx_user group uid
idx_user group uid
4

const

2



seksokekskskoketskokekskskokekskokokskskokeskskokoksk 2. row  skekskskskekskskokeskskokekskskokeskskokekskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

SIMPLE

m

ref

PRIMARY, idx_group message gid uid
idx_group message gid uid

4

example. g. group id

3

seksokekskskokestskokokskskokekskokokskskokeskskokoksk 3. row  skekeskskskekskskokeskskokekskskokeskskokeskskskokskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1
SIMPLE
c

ALL
NULL
NULL
NULL
NULL
96

Using where; Using join buffer

BAVEBIAMUL user group KIMVTHIMN ref BT ALL, MAh, 7Ef)a—47H) Extrafs BMNEA
RN Using where; Using join buffer, Et2ii, T M ref 2Bk ALL 1RA S Hf#,
BA LA R SRS T, SREIIT AR T, Using where PRI ARARZ )G,
PATTHEIAF content FBUH BB X L P AT where 1 UEA REINAS, (H2 5 BLK

Using join buffer f&—MHWg?

bR b, X Join ERM N T HAIEZ AT

“MySQL Server PEREILAL” —ZH g2 —>

Cache ZHUHRMINA, WELEIATEL join buffer size ST E N Join Buffer.

Scfs b, Join Buffer U HIATHY Join FAN ALL CUsfilf) , index, rang mi# /2
index merge [P A BEWSAEH, Frik, 7ZEFATEH group message content FR[F group msg id
BMZEGIZH, BT Join /& ref AW, PrUFRAIBBAT IR IFEA B 2AGMH Join Buffer,

HEAMEM T Join Buffer ZJm, FATATLUELRL b XA RIE A IR B =B H AT Join S8R

R

for each record g rec in table user group{
for each record m rec in group message that m rec. group id=g rec. group id{
put (g rec, m rec) into the buffer
if (buffer is full)
flush buffer();



flush buffer() {
for each record ¢ rec in group message content that
¢ rec. group msg id = ¢ rec. id{
for each record in the buffer
pass (g rec.user id, m rec.subject, c rec.content) row combination to output;

}
empty the buffer;

}

AR, W RGE I SR L B R BB R S B A S B, T

Mested Loop(ref) Mested Loop(Al)
(g_rec.group_id=m |B:.§|uup_id] (m_rec.id=c_rec.group_msg_id)
™

nding jas ynsay

==
‘ah:]
Gl
)

[

[IN1]

[IN]

!-ISEI'__L]IDLIF'IZE]] group_message(m)  Jgin bufier 9roUp_message_content(c)
index ref scan  jndex ref scan full table scan

i B, BACKKNIZAS MySQL ' Nested Join MISEHUSEAT A T#E T, RIVIZNE
2 MySQL fEH] Join Buffer MI75VET o 4R, XHUIFRAW LB SMNERMNE, SEhoxfTohERkR
Yo ATREAFAE I 32 B IE MUY A S L5 B R 5 T

Join iER)IHLAL

FEWIAT MySQL " Join MISEBURBLZ Jn, FRATHE LR 2 M FniE iz i KL —A—A> Join i
G
L RArfgpis> Join WA Nested Loop AIFRI KL
Wnfargg/b Nested Loop MUFEFAEIXEL? A RUMIMNER A A, BEEiEIEI R NS RA)SH]



REMIAN, X MIEREAEA TSR 4 IR FEA N 2 — “ IR /NG5 SREE KB KIN A5 R

AT B REN5 REEMOR,  SORE & BRI L, e BAE K sh 45 R4 L Py
i EPATI AR R RS . e, HPR GR A MR B) Join MUK, WIAREK A @i
WHERE ZAFRLIE/EA 10 Fidsk, Mk B A 20 F9d¢. WARBATEFL A MR, Wil
RN EREE T 20, ATATELL Join ZKAFXBPERBIE (R B) ILLEILIEM A 10 K. &
Lo WEARBADEFR B A NS, WITEAT 20 JOER A KFHELIE,

2R, AT A2l Join ZeAFXT AN RIERXR Vs 1) (B FEZE A2 K. W
RUTRAAAEBR I ZE R I RO U R SO FAT Tt A R 1 (45 SR AR (1
KAWL Join WEAJRISRBINGUY, 12 LEIE R EEAOR IR RBONBE AR T it LT AE O SRR K
ANARAT B AT IK S AL o

2. RSBtk Nested Loop [IPYJ21EF;

AMIBCRAEEHEE N Join FHNAZAMINT, SEER EAETRAIIACRE 7 5 A It A7 AU D AL )5t
Wo PJRAEA MG H AT RE IR Z (1, REROEA T LR/ TR, ARl BT Z0RK I
i3/

3. RIE Join WERHHIKENIE L Join KM FBICLHRT];

PRUERIRBNR b Join AP EBOCEERGIMHT, 1ERE LIP% g, HA K]
R Join FAEFBMRG T, A BEORUEIEIAH AR AW AL RENE AR R BT, XIS A
JEEA R SEBRLA Tr i

4. BLEERUEBIRN LR Join SAFFBA R HNAAFBE AR AT F, AZRFEN Join
Buffer [F¥HE;

YRR IR RS T, AT Join #A%s¢ All, Index, range B{# & index merge ZEAY[]
%, Join Buffer iR LM T« fEXMIENL K, Join Buffer I R/NEXTEEA Join BRI
FEERBIHE W OCHEMIER

8.6 ORDER BY, GROUP BY #1 DISTINCT {i{t

B TN Join WHAZAN, A3 Query WA LLEUNEE), A2 ORDER BY, GROUP
BY LAJ DISTINCT JX =R, HRERIIX —=ISEMiHws K& BB I HE 3584, P LSRR A T8 7 —
&, RIHEIRNX =2 Query THAMECEEASH) 7 HT .

ORDER BY [¥)szEl 544k

1. MySQL =, ORDER BY [¥SEIRAT 4 F AP,

& BN PRGN E RS, XA BT AR TR R B R AT 0 L 2
ORI 3 B 2R [0 25 5 ) i

& 55PN ESE I MySQL IHERP SR At 5 | B R [n] S 2E AT HE P AR5 PR P O K
il [ 25 5 i o



AT P AR S BLT AANEER AT. ESE T N AN RS T 5 [
ROy UBVRIN (I QUATILE

sky@localhost : example 09:48:41> EXPLAIN
—> SELECT m. id, m. subject, c. content
—> FROM group message m, group _message content c
—> WHERE m. group_id = 1 AND m. id = c. group msg id
—> ORDER BY m. user id\G
sekokskokskokskokskskokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE
table: m
type: ref
possible keys: PRIMARY, idx group message gid uid
key: idx group message gid uid
key len: 4
ref: const
rows: 4
Extra: Using where
sekokskokskokskokskokokskokskokskokokskokskokskokoksk 2, row  skekskskskskokskokskskoskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE
table: ¢
type: ref
possible keys: group message content msg id
key: group message content msg id
key len: 4
ref: example.m. id
rows: 11

Extra:

EE LI Query i), WM ORDER BY user id, MAFAZEfAT R E1%A HE v
Wg? HSZiX B FEZRh MySQL Query Optimizer EFE T — AN FIIR G RIEAT U 0] 2% b (1 5 s
(idx _group message gid uid) , XA, FATHE group id HIZAF R EHE O & 24 group id
A user id FATHEFIT o M EARTATHEF SLAAUAG — A user id, (FUZFRAIH WHERE Z&ffvise
TIRMHEHEN) group id AF—FF, R AT ARAMRME group id KIATHIT, IREIW L REHA
FETEA R FRATAT LB R 0 BRI SN PAT I R



Mested Lnn% (lndex Ref)
ST,
e
iy —
T\ = =
— s (™
| _ | o
= s
B -
. ' O
_ Ly
- s
B e B =
:
" : ¥
Table
CMrae fnsi o Ordered Index Scan Table B

Kl Table A Fl Table B 4354 L1 Query /] group message F gruop message content
XK

KRR R 51 S B HE P 10 55 R MySQL A SKBLEE SREAEHH P I e fE s, mT DASE 4t Su A D
TR BEBIHAE. FTLL, (EFRAMEAL Query 1HA)H¥) ORDER BY M, JRATREMM CA MRS
SRIBE G S B I HE AT, AT DUROKIE B2 (K42 1 ORDER BY $4EMPERE. fEHLE Query MLt e, R
20 1 3 G S B IR HE P A T R B R 5 - BUR Y, R IINR 51 7 Bt 2 ER 1. R, R
FIZHT, RN E PG R EAZ R T D0 el Query PFIisRISEM, PR AR5

WERBA RGP, MySQL A SRSEBLHEAIE ? IX i MySQL JGigitt S s LM L AR S K 4
PSR A7 5 R [0l B b A T HE s 55 1 o R B AT X A S B ST A R AR 3 A

75 MySQL 55 R HEReSEELT Ui, e ZHEA T AR N AR HE e SR SE IS PO HE 77 . MySQL H i AT LAGE
Aol P A S ke S I P HE P A

Lo U AR A DA I T HE R 2P (0 7 BELL KT AR RGE A7 BT Bl (AT HiR 615 &, 4E Sort

Buf fer FRBEATSERRIIHEAERAE, ARG ARGy 2 )5 B MR A TR B0 Rk 1R v A 25 S 1

SRHAR T B et , - AR 1252 i 5

2. ARG BE A A I HE e T B L R i SR AT At T B B, PR AR

BAF AT — A AR, SRJGTE Sort Buffer HURHEF~BAI T4 BHHTHEY, fon A H

HEY IR AT HR S S A TE N AF X IR A A 7 Bl AT IR BT UL &R 4 R AR, L R

JP IR B4 25 i o

FEE R SAE RS MySQL — ELLCREUA IOHE P A, s AU MySQL4. T R JT 461
TN SRR Sk o 38 R R S S R LA, RSt gl T B 1 ki . AR 2 )



AL IR RIR R, 58 T 10 #RfE. R, B REA ST 2 AL, IRl
(R o A A7 2 T O T DA 7 e T i BRI AR — A SEBISRE B 2 MySQL AN AT HE -5
IR AT TR, DB S R HE 7 B

sky@localhost :

—> select m. id, m. subject, c. content

example 10:09:06> explain

—> FROM group message m, group _message content c
—> WHERE m. group_id = 1 AND m. id = c. group _msg id
—> ORDER BY m. subject\G

sekskokskskokekskskokskskokokskokokeskskokokskekokskosk |, row  skekskskokeskskokekskskokeskskokekskskokeskskokokskskoksk

id:

select _type:
table:

type:

possible keys:

1
SIMPLE
m

ref

PRIMARY, idx_group message gid uid

key: idx group message gid uid
key len: 4
ref: const
rows: 4
Extra: Using where; Using filesort

sekskokskskokekskskokskskokekskokokeskskokokskokokskosk 2. row  skekskskokeskskokekskskokeskskokekskskokeskskokokskskoksk

id:

select _type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

SIMPLE

¢

ref

group_message content msg id
group_message content msg id
4

example. m. id

11

K%, RN PATHRIIERATAT AR ? (HRE AL B8 A TR T2 A, 7

group message # M Extra (EEH, £7T — “Using filesort” WHMEHE, Efr FiXiiE MySQL Query
Optimizer FERVRIRAT, Mhis ZESATHE A A RE 14 IR 7 i IR 2R IR G P B . PATEUR IR



Mested LUD% (Index Ref)

) (= =
|| =
am| em ™
o /s i
Tablge A ; ==

Unordered Scan Filesort operation Tahle B

RHEBATESR T, MySQL 7EHAEE— DNRMEIEZ )5, S R e 2t 4T 77—k
filesort, WmlEHIPERAE. X5 FFRIIHE o i 4E REAE Wk ah 45 RAEKIERL Nested Loop Join 1y
5 AR R, KEATGHH, XA filesort JEAE BB RAR SCHRATHE Y, AU SRR
AT T — PR AT

Faf, BAVE BT HEP A R AR U AR I LT ) filesort #RAE. TZEFRATISE BRI
i, ARZ IR BRATTNE S ZER T eI A IXRE, ] ReFT ZEHE T 7 B RN AR T AR, i
MySQL 7EZ5d—R Join Z G A MATHIF#AE . XFERIHETAE MySQL P A REfT S A A Sort
Buffer FHATHIF, 1A ASEH I — MG K Z AT Join MIE5RAAFBNIGIN 3R 2 5 10K IR I 2 (1 4L
P E] Sort Buffer WHHFATHEEAE. I A 1 ik 7 o 08 ool 5 B2 sk R XA AT VR, A Tk
i) group message content F LA content FEKHITHIFZ )G

sky@localhost : example 10:22:42> explain
—> select m. id, m. subject, c. content
—> FROM group message m, group _message content c
—> WHERE m. group _id = 1 AND m. id = c. group _msg id
—> ORDER BY c. content\G
sekkskokskokskokskokokskokskokskokokskokskokskoksksk [, row  skekskskskskokskokskskskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE
table: m
type: ref
possible keys: PRIMARY, idx group message gid uid
key: idx group message gid uid



key len: 4
ref: const
rows: 4
Extra: Using temporary; Using filesort
sekokskokskokskokskskokskokskokskokokskokskokskosksksk 2, row  skekskskskskokskokskskskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table:
type: ref

o

possible keys: group message content msg id
key: group message content msg id
key len: 4
ref: example.m. id
rows: 11

Extra:

IR IPAT TR BT “Using temporary” , IERECYEATMHEPERAET ZAENADE Join 2
JEABEREAT, TR TIXA Query HIRAT LRS!

Mested Lco% (Index Ref)

RS P —
- = -
:] L |I [ ma ;j
o
s | ] A
o o=
Unerdered Scan Table B Temporary table

Filesort operation

H4G& Table A Fl Table B #4T Join, ARG RIEHNIGI R, FAT filesort, HJE193H
7125 AR IR P45 % P i

T ERA I R P AN F R 7R B s T2 MySQL TG il S A A B PR P SR A T HE e SR A FR I ik
ISEBLR B . EARAEHE P R R T B ] B HE e S0 Wit (B P P 1) A B S IRATL AR A 25 A



AT PR I, BA DR R ? R EAR, FATNIZISFTRELE MySQL ZE+%
2R A RRERIEATHE S o IXFERT LA K IBREAL TO #84F, ARKIE LB i HE > TAR IR0 .

1.  JK max length for sort data Z#IIKE;

76 MySQL 1,y A F 35— 22 2 B HE 7 520 2 3 1 ek SRk iR Ak i 2 i o 2 4
max_length for_ sort data KR#REM . AFAMTPTA IR B 1) 5 KA DT IXAS S EUE I i,
MySQL #tas bl P HEE, ke, WikEZMEE. Pril, WRBAAA 722N AAE
MySQL A7 55 75 Z2 [P AEHE P - B I, o DUIMOKIEASSEOE R AL MySQL 3 848 elcadt hig )4
IR A7

2. EWADERIR P B

MIRATII N AEIEA AR FE M I, FRATTAS BT PR A T oK BT S 8ok amia MySQL %
A SRR IHE P50, U W SR IR T e i Bl MySQL ATFAKE R 7 AR 22 BUR 5 HEATHEE
J¥, XA R T Re S AR EXMEN T, IRATRTEZE L ALERIRE B, kAR
A4t B F &R max length for sort data ZEIFEHl.

3. K sort buffer size ZHKH;

4K sort_buffer_size JFAEN T il MySQL A LRI IGHE AL, i h Tk MySQL
A] DU gD A HE I R R T B HE e B AT 0 B, ORI SIS e MySQL ANAE I I I 58
AT WA o

GROUP BY fJszEl 544k

tHF GROUP BY SERr FAR[FAETS Bt HE P45, i H5 ORDER BY #HLk, GROUP BY EZHEZ T
HEP 2 JE o B E . 240k, WRAE S IR 7 A — S A i, AT BB 5 W
BT 5 . FTLL, fE GROUP BY [FscBiid e, 5 ORDER BY —FEthal LR H#IRG].

£ MySQL 1, GROUP BY FRSEELIFEA Z Al (=A) Jral, Jerpa iy sUa M AU IR 5115 &
K5EHE GROUP BY, S34h—H 58 ol R 515 N iAo 1X = Fhse B s AU f—

DT o
1. fEHME (Loose) ZKH[FIHH5EIL GROUP BY

AR 515 GROUP BY We? sEfs bBatit iy MySQL S84 MR 514k 8L GROUP BY [
I, JFAN TG ZE T T AL A R 2R 5 VR R ) 58 A A5

N IFRATE I AR BRI IR A TR ARSI GROUP BY, {E/nil 2 i dRA I B s i —
group message #MHI'E5], ¥ gmt create FEINIE] group id F user id FEHIR5|HP:
sky@localhost : example 08:49:45> create index idx gid uid gc
—-> on group message (group id,user id, gmt create);
Query 0K, rows affected (0.03 sec)
Records: 96 Duplicates: 0 Warnings: 0



sky@localhost : example 09:07:30> drop index idx group message gid uid
—-> on group message;

Query OK, 96 rows affected (0.02 sec)

Records: 96 Duplicates: 0 Warnings: 0

RIGFEWT Query MIHAT IR

sky@localhost : example 09:26:15> EXPLAIN
—> SELECT user id, max(gmt create)
—> FROM group message
—> WHERE group id < 10
—> GROUP BY group_id, user id\G
sekkskokskokskokskskokskokskokskokokskokskokskoksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: group message
type: range
possible keys: idx gid uid gc
key: idx gid uid gc
key len: 8
ref: NULL
rows: 4
Extra: Using where; Using index for group—by

1 row in set (0.00 sec)

BAVEBEPAT RN Extra /5 B AFEEZR “Using index for group—by” , SEFr FIXmie
PREATT, MySQL Query Optimizer JHikAH FHAABUR 5IFIHKR SN T HRATIT T ZEM GROUP BY #:4E,

N BEGNURE i ERE I fUREibN R SC R



tafi# 314248 / Loose Index Scan
SELECT user_id,max(gmt_create)

PROM group_message
WHERE group_id < 10 — — —

GROUF BY group_id user_id [ 1 ] [ 1 l [ ]

A group_id < 10; [ 1 ] [ 1 ] [3093139? ]

B. group by group_id,user_id [ o ] [ 1 ]
C. max(gmt_create),

1. some of group_id, I]

2. scan one time every [ ]

duplicate user_id in

same group_id; [ g ] m | (20081208 ... |
3. jumptolast gmt_create

in same user_id,

| m ] (20081203 -]

ordered index

TR BFA SR 514392 GROUP BY, FEZE A /by 2 LR JLAN 44

€ GROUP BY ZkfHof Bt AL [R]—AN 2R 5 | S iy T R I 7 5

& 7CAffTH GROUP BY [{[HIF, HAEAEA MAX 1 MIN XA A R4

& RS HE T ZEGITH GROUP BY SAFZ AP BN, 2520 LA R B A7 AL

gt 4 KA RS R A TR 2
7 AT WHERE 741, U1t R ARE8id A [T IO 0, RS A S S B (e R 5

AMAREHZ, WL SEPR A R H 2R 2 o e WHERE 5~ 00 25 i AU sl
SN, FAHCR G A A P 2 0 A IO BN LSS 1 AR, JF AU AT g f
DR R T

%% (Tight) REIIHMEIL GROUP BY
BERGIFESZIL GROUP BY AFA R 5 13 10 DX 51 12 BEAE A F5 BRI R S I, BT

MRS R G5, AR5 PR DL BCK I B R 58 GROUP BY A5 2AH M4 3R o

sky@localhost : example 08:55:14> EXPLAIN
—> SELECT max (gmt create)
—> FROM group message
—-> WHERE group id = 2
—> GROUP BY user_ id\G
sekkskokskokskokskokokskokskokskokokskokskokskoksksk [, row  skekskskskskokskokskskskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE

table: group message



type: ref
possible keys: idx group message gid uid, idx _gid uid gc
key: idx gid uid gc
key len: 4
ref: const
rows: 4
Extra: Using where; Using index

1 row in set (0.01 sec)

IXIHE FIHAT TR Extra 5 EP CEEA “Using index for group—by” T, {HIFAEBL MySQL
1] GROUP BY #AEJfA il Ry |5e iy, WA & T E Vi WHERE 4549 B e BT A R 5185 B2 )5
Ahefth gt R, XSl BER G RS GROUP BY (AT TR A5 S o

NIRRT 7R T O S AT I R

¥k %3143 / Tight Index Scan
SELECT user_id,max(gmt_create)

WHERE group_id = 2

GROUP BY user_id

[ 1 ] | 1 | (20081207 ]
A group_id = 2; [ e ] [ 1 ]
B. group by user_id,;
C. max(gmt_create); ( o N = ] (20081208 ..

1. all of group_id (=2), [ = ] [ . J [EDUB1EUB J
2. all of user_id,gmt_create I]
that group_id = 2,
3. return the last gmt_create
at every duplicate user_id, -

ordered index

£ MySQL ™', MySQL Query Optimizer B SgariEffositiliid #ARIR 74 HKSEHL GROUP BY #:1F,
2 IR A SLTCT AR AR B 1S GROUP BY [MEER 25, A &2t Bk Ry ik s
e

2 GROUP BY 457 BOUFANELEHEH AL RGN N %, MySQL Query Optimizer JGiZfEH]
PARUR SR, WE VL HEEE R5158% GROUP BY #:4E, PIMERMRS 8GR IEM S (HE,
R Query TEAJTAEAE DN HRAKR I SRR T8, AT DU B2 R 514458 GROUP BY 4
P, PUNF RIS THZCH A “ 27 , WLUBMRTEREMRTIES . KRG U TR 5
AR MR ZHE GROUP BY £92R, I HAEW TR ST IR OCHE 7, MySQL & w] LU S i o i1
HEP AT, UM AU 2R 5 TS T IR PR R 21 1 T R 5



3. A SEHL GROUP BY

MySQL 7E#E4T GROUP BY AR ZLARM FHPT A, 20008 2 GROUP BY 5B b 20 ] I A7 5 T+ 7]
—AELI, HixRTE—MAPES] (W Hash BSDRARE L ZRD o iH, AW, &%
AEfE R R 51 R SZBL GROUP BY B 54§ F IR A BT K R

R R GROUP BY RSBy xCAR 2 e T AR IR S IR 19, 24 MySQL Query
Optimizer JCVEFREIGIEM RS AR I AE, AR T A Ed AR I I I ok 58 1k
GROUP BY #:1E.

sky@localhost : example 09:02:40> EXPLAIN
—> SELECT max (gmt create)
—> FROM group message
—-> WHERE group id > 1 and group id < 10
—-> GROUP BY user id\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskskskokskokskok
id: 1
select type: SIMPLE
table: group message
type: range
possible keys: idx group message gid uid, idx _gid uid gc
key: idx gid uid gc
key len: 4
ref: NULL
rows: 32

Extra: Using where; Using index; Using temporary; Using filesort

KR PAT TR AR IR A 5 VR EAT MySQL Sl R 5138 T 375 28, AR5 8 T IR K,
ST T HEP A, A1 RITRATTE S GROUP BY 45 3t. BAN AT LR KA 0 T B BT Jig s«



& B} £ HE A 4740 / With Groups Table

[ 1 ] [2:1:1&12:1?"' ]

)
= i

[ 2 ] | m | [20081208 - |

ynsaJ padnolb

[ 9 ] [ n ] [2001205 ]

B O S

'x-—_;'
Temp table filesort
(groups table)

ordered index

4 MySQL Query Optimizer AHUXOUEMZRSIFIMIF AR EHZAFE GROUP BY 4R A, fbghiss
AN P A P M P2 % P (5 R SEEL GROUP BY 77

FERXFER B R XFEINE DL, group_id FEAGE—MHEZEAME, W2 —VaHl, 1 H GROUP BY
FBON user_ide LA MySQL JoVEMRAEZR TN KA B GROUP BY fYsEBl, HRAEJCIE 25 N4
RN E s, RR R AR 2R, SRS FRREAT HE P AN 4R AE R 5E . GROUP BY .

T B =R MySQL 4bBE GROUP BY (1772, FRATTRT LUER O PEIAS B W RO Ak S8 i -

1. JLATHELlE MySQL T AR 51K 52 GROUP BY #AF, 4RI EUR S iy Rttt
FERGAVFIEDUT, AR OB R 5 s Z W Query XPFIFI 7 ORIAE H 15

2. VARG GROUP BY (I, M FEAFHI RGN 2 HF 2 filesort, FrLAFRATTA0
T LN sort buffer size Skt MySQL HEFHImEAIH], i HJSSAZAT KL AN GROUP
BY #4E, PR an G H 2R 0 e (I IR /N R e 2 tH U I i R 258 copy  BUREAS: F 10 FRdkAT
AR, XN R HE R > ARV EVE RERE 2 BRI T

FF AR A IX PR ES , TR ER A A RSB N 2 SR AT I 20 R R, A&
RETFRVAEM T % BbAh, ZEfifl GROUP BY MRS AT — AN/ I AT LAAEBRATIFE A L oA H 3 &= 51
PIIEOL Rk filesort #E, iR/ MEASGAM—LL null HF (ORDER BY null) ¥4
l, REALZER— PR E SRR .

DISTINCT [f) S0 544k,

DISTINCT sEfr_ A1 GROUP BY HIHAEAE®AHML, RO JELE GROUP BY )5 M&F4lrh HIRH —4d



KIMC. Arh, DISTINCT [FSEILA! GROUP BY [RSEMMBEEAZEAZ , WA KK . [F#E AT LI A
R T R R R R T HRR S, R, AU R 51 BITRESE R DISTINCT i, MySQL
SRR IR I 2k 58, (R, FT GROUP BY A — 512, DISTINCT JHAFEMATH . thhe
i, EAA U DISTINCT #:4EM Query U ICIEUNRIH R 5|56 A E A%, MySQL <A H ki &
KA —IREA ) “RAE”  ARASRIG N R P R AT filesort #E. 48K, WERANITEIAT
DISTINCT HIHMEIEfEH T GROUP BY JFREAT 704, FHAEH T 2T MAX Z BRI G Bt wik
Wl filesort T o

N EATHES LA K Query ZRBIRIEZR R DISTINCT [5<BL.

L EEBEBELIARCR T35 % DISTINCT FI#AE:
sky@localhost : example 11:03:41> EXPLAIN SELECT DISTINCT group id
—> FROM group message\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskskskokskokskokskskskskokskokskok
id: 1
SELECT type: SIMPLE
table: group message
type: range
possible keys: NULL
key: idx gid uid gc
key len: 4
ref: NULL
rows: 10
Extra: Using index for group—by
1 row in set (0.00 sec)
FATIT LRI E 2], SATTHRIPR Extra {5580 “Using index for group-by” , XXM AR
B2 A AFEATHEAT GROUP BY AR, AT TR & & VR Bl 25183547 1 GROUP
BY WE? HSTX gt T DISTINCT [RISZBUSERAN I, fESZHL DISTINCT (idferh, R FHEH A
(17, AR5 TR AR D HUH — 4R B8 % P . X L) Extra {5 B S RN, MySQL FIHAA#L
R s T HAEE. MR, W% MySQL Query Optimizer L ZFEWSMLIFF ATEAL— mofix B
115 B4 “Using index for distinct” HSmltstf B2 ik NEEAE T, Wa[hi],

2. FAIHREFEL KRR T AR ]

sky@localhost : example 11:03:53> EXPLAIN SELECT DISTINCT user id
—> FROM group message
—> WHERE group id = 2\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskkskokskokskskskskokskokskokskskskskokskokskok
id: 1
SELECT type: SIMPLE
table: group message
type: ref
possible keys: idx gid uid gc
key: idx gid uid gc



key len: 4
ref: const

rows: 4

Using WHERE; Using index

1 row in set (0.00 sec)

Extra:

JSCHL ) SR MU S35 TG DL GROUP BY 554 —FF. STk L, XA Query [ISCHLLREh,
MySQL £ A3 944 group_id = 2 P RIIE, FHBFTAHIY user_id, RRRIRIIMCHT
HEPE, 4B A user id FIRTIBEMIINELEE 465 B, EIRTEEHISERTA gruop id = 2 K]
S (RN A 58 A DISTINCT #4f.

3. FIFEAMERFICE MM R IIMIT 585, DISTINCT IR 2 fe S

sky@localhost : example 11:04:40> EXPLAIN SELECT DISTINCT user_ id
—> FROM group message
—> WHERE group id > 1 AND group id < 10\G
sekkskokskokskokskokokskokskokskokokskokskokskoskoksk [, row  skekskskskskokskokskskoskskokskokskokskokskskokskokskok
id: 1
SELECT type: SIMPLE

table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

group_message
range

idx gid uid gc

idx gid uid gc

4

NULL

32

Using WHERE; Using index; Using temporary

1 row in set (0.00 sec)

2 MySQL TCIEAUAARHZR 5 | RIAT 5 DISTINCT A I, e AT AN I A SReadb A 7 AH I )
ET o HRBMITLLES], 6 MySQL FIFHIGR K5 DISTINCT [fIfffs, FIALEE GROUP BY 47— silX
Wl DT filesort. SEPr b, 78 MySQL M4y 4LEikm, FHAR—2 AREHET A RE e sl 4L B A 11,
X SAE LI GROUP BY ARt/ NT5h R CA 3 7o S2br RIXH MySQL 1EAEEA HEF 5 0L
SO R 5 56 G DISTINCT #R4E(), FrLhAT filesort XAMEFHAE.

4, HJETA GROUP BY £E4ititE

sky@localhost : example 11:05:06> EXPLAIN SELECT DISTINCT max (user id)
—> FROM group message
—-> WHERE group id > 1 AND group id < 10
—> GROUP BY group id\G
sekokskokskokskokskokokskokskokskokoskskokskokskoksksk ],
id: 1
SELECT type: SIMPLE

row k¥sksksskskskskskskksiokskekeskskskekokskskk



table: group message
type: range
possible keys: idx gid uid gc
key: idx gid uid gc
key len: 4
ref: NULL
rows: 32
Extra: Using WHERE; Using index; Using temporary; Using filesort

1 row in set (0.00 sec)

e BATHE—FIXANF GROUP BY — i A A3 R A s B 7 l, A B 28 =SB, mrbh
FRCAEZT filesort HFHAET, BUOMTAMEH T MAX sREMZK.

XfF DISTINCT f¥fitfk, F1 GROUP BY FEA b—Erff B, XEETRMHLRG, ELEMHZRS
(R, B R AN K 4E SR b/ T DISTINCT #AE, REHE FIfif% 10 #VER AT (1 T0 B ek g
SEENE N ESIE],

8.7 Ih\&;

AEELNAT MySQL Query HEAJANSCIIPERE LI JBH A%, WAAs T Rl A8
RENS T B 18 W ACHAE 2B AR TR — it . AR T MBS T RAIR G180, 215
Ak Query WA L5, DL S JERTE AR, 2 Query TEAJHIIHIE A HIXEEAN A . 2
FIROLE s, RATEIHESEbr itk b A S HIER S, OB IONEE. Pril, SRS AE AR
Ay, DIBROh SR, DLSRSONEE, TR, A REAWTRTT A Xt Query TAAEAIRRA AR,



% 9 & MySQL #¥i % Schema it HPERE AL

v

Al

il

R NFRYAPERE AL 4 5 AU R AU B8 2 B A i R AL ki, JEseix
AN ARERIRIX o FOEE ML e R M 2 2 e Bt T Sz 28 T, R I DL AAR 2 I B e
17 SR PR 5 S S A AR R BT SR BT T BT SR — S e 2, i L BE A AR PR ) R R LR
PR AFCRE (e MySQL #da/%E Schema vt (i CRAEJS FTRERT W8, AT REJR D I IR o

9.1 SHAIEEWIT

IR RO R0 — R A d 1 LR 2

TEHAEE Schema Wit BRI, —HA—MERKFEN N “ZleF M7 Mo, sl
PR T B B 1 Schema BHEFHMT, SR, ¥R, BUE G A B AR TR T RER D,
JEIE Y K GON m g, LT HRAZUEF TR . AR 2 AIREL, a7 Schema i 2 (175
2 i W% Schema BT TR F5

{E2, RN T — R MR AZ B I YA R e 5% FR PEH0 126 0 i A Y AR T
G ot I o U vy Y AT P £ 1 N I DI S R DDA 6y e PR =11 PN S 7 S I N i R O 4 €
e i H o

SEbr b, R L EREEE I TCAR AMXUAUE A T ik JRA A AR [R] 50 Bt R I RE g 2R [B] L 4%l 5K
AT MR FZL ) Jo D A I RSN EAC, S A7 i 2 ) e A L B i), T ELA7 A B IO A R
HFRARF /DN, X RAERE A B8 A A (4>, A3 TR K/ B AN PR AR L T

T 3R 1 0 s — BN e o5 B ORAIE 32 SR MR IS AE 208l e s In 25 P 21 AR ARALE
111325 24 RO T B 12 SR A 5 LSt it — AR R T AR B A

FrlL, 0T T IEREI B0 5 Schema BETE,  FRATIFASRESE 4 UGG TE A BIRR A Ml — (195 5
FEBCE LR, NAZMSERRT R A, DIPERESETI AR HAOR T it AT, ARZ I T3] figde
rPERE, BATB AR E T

WEREETLA - ik Query RPFHD Join

FAZE MySQL IARAL A5 OB TTRETE 28, MySQL FIDLAL a8 AR SRR 13— AL B BRI AE
ARy, BT H AT MySQL BTk s Se vt 5 ROE AR 2, Bt DU DT AN 45 1 1 ik A
&, IR MySQL B 5 B S AL AR R RE . BARAEHIETE Join fMHiE — AR AE LLBUR BE RIS B LU AL =
RURPAT TR, R 2B 2 A A O BRI Join (IR, AR5y RS KA B HAA T 41,
AN IR B IS R U BRI A GE, R 2% Query FIBEAIAT AT .

FIrEL, O T AEBATH Query SATHHRIR AT REMI Uil fe AT R 5 st 2 R kD Join, 22



D> Join, FATHAN AT S ) 75 LEE R T BRI LA S

X PIRAIGREEE L “5Em MySQL Server PEREMIAISCRIZR” —FEd “Schema Wil X RE 527
XA 7R 25 AT IR R = 5. T group_message & FUNIRATE T kA5 B&
1 ID A5 R, MHEEITCRIMZ G 1 group message FRH I T & A5 B 1 nick name /5 8174

authors,

PEACHT SIS R T REM Query FIFAT TR (group message bad RARALHTIIZR, LG R
group message 7<) :

sky@localhost : example 09:13:41> explain
—> SELECT t.id, t.subject,user.id, user.nick name
-> FROM (
- SELECT id, user id, subject
- FROM group message
- WHERE group id = 1
-> ORDER BY gmt _modified DESC LIMIT 1, 10
-> ) t, user

-> WHERE t.user id = user. id\G

sekokskokskskokskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

row sksksksksleleksksksiskskskskskekeieskskskeskoskeskekekekesk
1

PRIMARY

{derived2>

system

NULL

NULL

NULL

NULL

1

sekskokekskskoketskokekskskokekskokokskskokeskskokoksk 2. row  skekeskskekekskskokekskokekskskokeskskokekskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1
PRIMARY
user
const
PRIMARY
PRIMARY
4

const

1

seksokekskskoketskokekskskokekskokokskskokeskskokoksk 3. row  skekskskskekskskokeskskokekskskokeskskokekskskokeskskokok

id:
select type:

2
DERIVED



table: group message
type: ALL
possible keys: group message gid ind
key: group message gid ind
key len: 4
ref:
rows: 1

Extra: Using filesort

AL 5 SEEAN L D BE Query NPT 41 -
sky@localhost : example 09:14:06> explain
—> SELECT t.id, t.subject, t.user id, t.author
- FROM group message t
- WHERE group id = 1
-> ORDER BY gmt_modified DESC LIMIT 1, 10\G
sekokskokskskokskokskokskokskokokskokskokskokskekoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: t
type: ref
possible keys: group message gid ind
key: group message gid ind
key len: 4
ref: const
rows: 1

Extra: Using where; Using filesort

MACALTTFIAAR S5 AT TR AT LA P 22 SRS R0, AT ik &R 2 3R
(group_message flluser) A REAFRISER, 1ML G R EK R group_message — ANt LASERL, I
FATE “AFE” 15 BTURF T group message.

NEHE TR RS R, IXFER R A A EE . K nT BRI % user KA group message R 11
FUERREAEA — B BRRTEHH e PRI I s, ARRE ZEHDH AN R IEEE, b TR AT Re Lk B OR e
—3, NPT REAGEE Z 8. (R, WHERMARCRE G, XRIUREAEEAMER, BAR
AV B TSR T, AR IRA AR I TR R I A (R IR, B RZE BRI BR S H 2
TR R AEAEF PRAR ETWE ? AT EEE B R — DN RR A TERE, A R BAT A
e hGoREIT R RR S, BRI A I T, (R EWNRCREES T, 1 H AR A
AR TEZE T SR A, 3k D 0 AR IR AR B A KT Rk, SEbr B BRITR SR
A 22 A FH (1) SRS

FEREI N R G, AT s3] o i A A 0 S ST D Bl AR AR 2, IRZ I
e RBAT— IR IERVE A IR 1) Schema BEiHE FPEREZOR IR G2 AR AGEN . TN,
K A B L SC PO AEME & B R4k, BRIV A (A 2 (R I, AR AR
Flde /b o IXBAR AT REAER LU DL G5 T A R 1 al i v, (AR R GU 58 e LeR ) AR 2 I



FREEE R0 Join A RESEIL, X iAW R R IO TERENR T o WIRBATEILYF 2> Join, L2 X
{7 ) B RAE N DL Join 24, RPTA R I M 2T 2 R AR BRI

RFBEEIF — summary EKA04L

Sebr b, AR LIRS T AT S 2 T AR it sems, e “ KB EIRD 7 5,
KB ELR I SRS AR T 47 (438 LT C AR SR AE AR T A AN 22 se il e . & DT
RAMTRE R P T BEERRAE A 8 Bt — 8, MR T B R R UL R B O 5
ER B R IEAE S A CHRAD . R HLIT

FIREMR 2 0B AR AT e % 1, FRATTWIRIA 23 #7450 (K - B i kol B R BLm b A+ A B
NER H OB ENR? ZFEA AL BTG T?

FSIIFRATAET P, WA TR B 5 BOIRRE R, 2 IR BATR 22 I ok (0 g o 244 i
Bt, T Join HiRIOTEREHAEA IR MEATE R FBEI &, R LA &l
TN B 7 BU I A s &= o M H, AEFRATE I 200, BATH s il 4 it oAl L
ZJE A REM IR o R I PE o

IRBERAT 2R 7 BOE & T R IR 208 ?

HEEERRNTB. WA PR, s ROl KB BRI — 2K
Detail {51, WISCHEMAL, Wi FHEIAZ, KN HES.

FUGR AR HoA 7 B LL DT R MR ) W B AR o i K7 BUF IR AR, KAER MG DR
b BRI 80% LA L, T Al 1 r B 7E s SO R o SBEAE BL A Al SO TR R AT R
U, WURBATEE WL R AL T B B A A T B 07 ) BT ZE v (i J LA 7
Bt i i BT 7B CRIRMER S 58 SR B s DURRA ) o B JE s H B A T
BRI T B s . X8, BATRA A BRI K7 BAE W AR Z AT 8 . 1 by K7 B
P i n) R AERR, ARSI 10 RIS mtARH 2 KT .

FEIRFER T, BATHH ZoR 12K 7 BN s R p v ok, L S i R ATA7 8 AR BRATIAE Y
i) A K0 PR IR RO BRAR TO D7), AT REAS AR 538

AR AN SBER, BRI 2 i W AL T B AR e m 17, (H 3R/ 2O 7 B B i
e, BATHLICTERE RN 7 EOE L Join RSEL,  MAEH Join 2 Ja ARBERCR T RES KATHTHIIN . FLSXA
FHCEIRS B, B A L /R K 7B 0 /e AT Z5 LR 5 AN EE, Ui AR i 3%
To AHEMPANA T, g B ENPRl, T “R7 24h, BT BRI AT, B, XK
CPFAR” PR AR ME. 1 H, MRS AR IR R AL SE A K R R
A, I Join FEVERET I K52 M B AR 30 (1K

IBBAER K F-BUR I, e ia a2 Hofh Bl — IR e 7 FLsc i RILATC 2 E 1 K7
Bl B Pt ER AR, 6T HABR 7B, UL Vs MR AR 7 B FAD b Hofth 7 BEEHR
R 22 (RS T LUROR 7 B R I 24 oK



Sebr b, AR, FATERHA LR T BA RET R M. AT, AR
KRG BEF IS HAR DV ), 15 (R LA B & Uy [ SR AR e 0 T Ak, AR E Gl
T FL M ReRIE B ERE R H o

7E “Schema B PEREIE M7 — YRR, SEBs ERAPEHET “MEESF7 XAMAE
Mg, —Abf& group message bad FH ] content K FBEMIRFF 0 H7 K4 group message content 3.
J3— ALK IR user_bad R BEARAN AR P IS AR D (1) 7 Be g 70 ROBE T user _profile 3.

RFIEPr — F TR IRie

“CRIIKTIRI 7 SRS AENEREPEAL T T AT BE AL BRI AR KL, (R WIRAE AT, R 0]
RES A FATHARA DB

AT ST FLRGE L SR B 1) U o (BB BA RS A 7 B (i SRR i R g, AN
group RN EHAREN KATRGN G, 1 HLAERE > group [RITHRIN (¥ UUAR AE & Tk

EARRENZTR R G, BN — RN E B TE group message R IN—MRiR%,  FHRAFIK
M7 I, FR TR 500 25 DL I TR W S R G0 B 03 (R B TOUYG o SR 5 10 A A 911328 s T #4803 )
group_message KMMIXEW (—PCETUEE, —UE@EIHEN) REAEN T P& IF i ER. XA
SE 2 T HEAS group_message RIVEIRIR, EWETE B 1 Query ARSI AT £415

AT A RS R N IXAN ) L

Ho, EWUE EAMEARI R g e A AR R B
Fok, BT B RARAIR T HAb I WK AR
PR BT BT R PR AR

BRJa, BIE B A e R LR 2

I B IX LN T, An R IRATPRE E T B SRR e b 2 A A AR B, A S
kA A B I PERE AR, 1T HL o] DA AR RS 2R B TS S AR A T R B T U ) e 4 1 v,
TP ERT A B RS, 2 TS B (P AR T B i 15 B 1548 o o /i HAR AN 8 2 5 1A e ) R 1S
8 F MySQL [#) Query Cache, iy an SRFHE 8 510 0 75— 42 B T35 38 1R il (1) S AR 27 oK group message
LA Query Cache RIS iEABTCIEAE ] Query Cache LhifiE.

Wk B, AR 245 H — AN E A A 7 SR A7 IBOX L B A5 S, e B — ok 2ol
T group message K%L [ A ETUE R, A1 Hag 48 top message U1F:
sky@localhost : example 10:49:20> desc top message;

| Field | Type Null | Key | Default | Extra |
| id | int(11) | NO | 0 | |
| gmt create | datetime | NO | | NULL |
| gmt modified | datetime | NO | | NULL |
| user id | int(11) | NO | | NULL |
| author | varchar(32) | NO | | NULL |



| subject | varchar (128) | NO | | NULL |

M2 4)mIN, Prelams 7 group id {58, 1M content fi &, MZ[FIFE A LIAFIHE

group message content # .

FAUCE A sl FTREAE SE B NI R AR I o, (I U 2 R AN IS, 1K
SRHNTE QT3 55 KR AR 2 KB R Ak Schema BEHHRAL R G BARVERE . LEIR 22 KA (R
AR R AR R, JFARUI R AR e, BIA G ENIARICTE SCHE ARV i A, H 2 Tld
KRR Y, AFTEAEZ & LN 2 A Eli 2 b S DU ARG AR (K3 TF, 307 1 10 P9 7 el A A
R I Al R v L BRI N FEACE R A4

otk - WL

GETT R IUE SR MG S bR EIRATTIE “52m MySQL Server PERERIAHIGEIZR” — &) “ Rl skouf
PERERISEM” BT P thid o ] Bk Ul R A 1 5 N e T B R A S I e vk 2 i o

At EEAE SN 2

R N BIZAMACHN 2 )5 AT REAR S B tHIRFE RO TTSE, Nt A B sfors “ T LLSEm:” 1 4eit
o EMBSAE SN (W 2 S IR AR AR, R SE St P RE T AR A K e U EE— IR (i B —
YRH DD #R S EREAT ST, SRR E R GRS gt R B e, BAl1EE
Uty ZEYT AR/ et B a], AN B EE A Ze vt v S A

R, AR G vH B #E & T Il HESEIN I SE vh R AL SRR S B, R FRAT A B, 7
a2 BT AN SOVF,  RIAEP S BEA Tty OISRE, AT I e s AL

AR GE v A5 RO G Tl HE SN G vk FRA AL S I ?
G, et B HER PR ZE R IFAN IR Il 1074 5
HR, Gevt A5 RS I ] FF AN KRR

P gt a BV R AR, BRI ;
&G, S5 EHEEROR;

B LIAER, AL A, KREFUed 1R 5P ISR 7T REAFAE XA I G v Bt J 2 Ty
o MAGHAELNE, WIZRGCAHTE ML [P ECRE, 2 40 F RS RAR 20 T 1 S 45 R L&
ETUEL LRI 1 top n HEALSESE.

and
[y

RGOS Bt SR R, [N 7 2R AT S, U5 R AR .
RABMERL LI GEvt,  Reth N S RO — 28, HR AR R AF D IsOT Y (AR RIS 18] AR A
BoXERG, SOFASRAKK P ARR R FEAR . BT LA5E 4 ml LB AR5 Ry, B — e I 18] Badt AT —
KRG JEAFTAE T T TR gt R e X0, FEGUTHEUR G E s i, BT EMN G i 45 2R
Hod FPECH BT o KRR RSB (M R PR RERE 2 B BB T, iy 23 BRI AR5 BT



9.2 SERBIRARE

S EAEAR 22 80 A B SORS A 8 O Il AU Bt R LA Ui W A A, AE MySQL
FATTIRIAF: th v LU Bt R A A AL IE RIPLAL #EA Schema B it (19 H -

DA EE SR v P e ) 2 S BAE T LU LA 51 -
Lo JEEZE R “N R SRR DA it 2 ], A TR R A 75 2 1O B A
2. TR B SR N A 1 LA

I T ATTIR A A L RO SRR ) et A Ak s U BEOR TG R W L8 Bt 28 A vl EAAE A
HIHI B0

ey HIEE R
FAIERTE A S A € (1) — LU B S A A K A EE VB

AL (] L)) | feflkrE | M CERS) | B (RS
R
TINYINT 1 —128 (0) 127 (255)
SMALLINT 2 -32768 (0) 32767 (65535)
MEDIUMINT 3 -8388608 (0) 8388607 (16777215)
INT CINTEGER) 4 -2147483648 (0) 2147483647 (4294967295)
BIGINT 8 -9223372036854775808 | 9223372036854775807
0) (18446744073709551615)
INEST R
FLOAT[ (M[, D]) ] 4 or 8 -3.402823466E+38-1. 175494351E-38
0
1. 175494351E-38~3. 402823466E+38
DOUBLE[ (M[,D])] (RE —1.7976931348623157E+308~-2. 2250738585072014E—
AL, 8 308:
DOUBLE PRECISION) 0
2.2250738585072014E-308~
1.7976931348623157E+308
I ) 2 7Y
DATETIME 8 1001-01-01 00:00:00 9999-12-31 23:59:59
DATE 3 1001-01-01 9999-12-31
TIME 3 00:00:00 23:59:59
YEAR 1 1001 9999
TIMESTAMP 4 1970-01-01 00:00:00

XTHCF A, K HLp I H T RS AN ECR Y, iR i R R

B/ T P S R A5 (iR U

B 2 DL A R AR TR i - 2685 DECIMAL (DEC) [ (M[, D]) 1, NUMERIC[ (M[,D1) 1, T H A K
AT e SR M T, Mg SCh 2K, WISERRAFUIA 2K o MARGRIEANM B, 1 D
FoRNEE AL, BRIAM R 10, DRy 00—k, EEAEEEREERSG, BT HAAARKER
K, i H 2 RS RIX A s 5 A v AR B sC LA F I, T LA AN NS &R R



XFECF A, R R AR S AN IZKE . BRI TR, AR AR
A5 S f Lt NI FAKE I, S ANE U, 53— AR 5 4T LU I s LA A
[ 2R B e oy B R BE R AT TR o SRREANDURT LA RS AR08 P 5, ) P L et 0 A B Ay v 2o

IS I A A% SRR IEA R K2, FRATH FI I = 22 /& DATETIME, DATE 1 TIMESTAMP iX —Ff T o MAF
it Ak TIMESTAMP #5220, DU, i FLAR PR B R A AR )\, 2 17 A%, 1 TIMESTAMP [#)
B s e Tt L REA A AN 1970 42 i (IINF ], 17 55 AP AR () 8 289 m] DAAF I AN 1001 AR FFAR RIS ) o 2
RATFEALBRT 1970 4F 2 A7 I T A FF K, FRATTA I TIMESTAMP 2874, {H 2 HEERAT A 77 2448 H]
1970 4FZ AT ), e if )t AdT ] TIMESTAMP Skeyae/ b A7 2 i) (1) o

TS R 3 R S A TR S, HARATP IR AT RE S S L8280 G XA IR A
AT aT LUR B H R 2R b A7 A e T O, WiRRE b P A TRl o JXHE R S50e R A I 1 I
1%, BTl ol DAL & 2 Fh S A7 A V0 TRl LA Bl 55 v R BEA7AE BB At I, R R R A7 3 1) B o
RISRARAL

LR
ARG BALTCF A 5
Byt AFfit i FH s K75 )
CHAR[ (M) ] 255 characters (independent of charset)
VARCHAR[ (M) ] 65535 bytes or 255 characters
TINYTEXT[ (M) ] 255 characters (sigle-byte)
TEXT[ (M) ] 65535 characters (sigle-byte)
MEDIUMTEXT[ (M) ] 16777215 characters (sigle-byte)
LONGTEXT[ (M) ] 4294967295 characters (sigle-byte)

CHAR[ (W) IR J& TS KB, P LI Rk T, I DA A A K B 2 T4
L1, 4 latinl WIS KAFAEC RN 255 245, (HUZ WA gbk WIE KAFAEK SN 510 “#4. CHAR 28!
AT RO ANE BATT L bR 2 KA, EEAR TP S A M AN 24, AR Sk 4h B, MEBRIA
h 1o HAR CHAR 2318 i b AN S AF TR A (], AR FE DT W B0 (R i, MySQL 23 2006 55 i (R T A 25k T
DA SR FRAT T (%) S B B T 2 SR e S 0 S T LM, WS REAST ] CHAR SRR A7 T . 75 MySQLS. 0. 3 Z R
WA, an R ERATT e S CHAR FRI i MAELRE I 255, MySQL 2% F 34 CHAR AL HEAT #4404 ] LUAE AN £
P & ) TEXT 287, 451 CHAR (1000) £ [ 3l % # &y TEXT, CHAR(10000) WJ 2% % &y MEDIUMTEXT . 1fij A\
MySQLS. 0. 3 JF4fi, P kit 255 B X MySQL #f < HHAR L IF 45 AR5 ., AN A shi .

VARCHAR[ (M) 1 )& T-BhaS AR K BESR Y, XA oy FH SEBRAA A B0 (RS o SLAR U i KK E S My SQL
WAA G, 1E5. 0. 3 ZHTHINRA VARCHAR P RF4icd thl s A0 I B R, SR I BRAE I 255 N7 0F, o
AR 2 R R S PR N S PR <. (HAEM 5. 0.3 TF4fi, VARCHAR F 5 K A7 fils IR i 028 B0 40 A 7= 15 B0 R
Hil7, PRI LIAEIK 65535 bytes AR, AR FREN AN FRAEOEA—FE. it 7
MySQL5. 0. 3 Z R MIRRAS, M FTARR IS FRFE, MM 5. 0.3 lRATF4H, MIRERB LTI T .
VARCHAR FIAEAifi R MUBANE AT M oA 2 R IGMEL, B0 IE 5 F R A7 2 1) 8 A AT T A2 N TR S B a1
K/, Fi1 CHAR AN[RIf#) 42 VARCHAR 23 {4 B FRATAE AN K B J5 5, it 2 i FRATE AN AT A8, MySQL
IR FATIB 2 J AT 4 FE . 7E VARCHAR 28707 B (%t b, MySQL 375 4F4 VARCHAR ¥ i I 1 A ag
2 AT R AE I VARCHAR 254 B SEBR RS, BT 1B SE B s 1 255 705 Z IR I, S5 1 745
KRAFTEE R B, TR T 255 AT RImHg, WIFFEATA 2 57 kA7

TINYTEXT, TEXT, MEDIUMTEXT Al LONGTEXT iX PUFf Y [E] & T —Fpaesit 7 2, # RIS KT



R, TR AN d KK B2 () PR o DY 2SR (1) s SO 8 0 o K A AR BOR BRI, (R A AT 00 7 R 4 B
S B b T DA R AR, BRSBTS 2 AR AR I, SRR REAE IR A
WK TPRFEIB A%, MMk LA ERRI B 7R 8. eah, W T2 KB RAL, prilf
VARCHAR —#¥, BB 2 Wi AR 75 2 — AME IS b K BE ) 7 () o TINYTEXT 75 %2 1 AN 15 RAFE8,  TEXT
TEE 2 AN, MEDTUMTEXT Al LONGTEXT JUJ 3 53 i 2 3 ANAI 4 AN 0 RAFTRSE B Bl K B . sib by th T
MySQL Py 4% 11 Je K K B2 BR il 2 4b  AhATT 38 52 21 5% 7 it 55 R 45 2% ity 1R I 48 0 15 2% ob X e K
(max_allowed packet) HIPR?H.

IXPUAH TEXT 2801 CHAR Jz VARCHAR 78 52 Fa i F A7 7 LA —FE Iy
L BN % NN

& U5 TEXT v DMEH TEXT L (M) 1 AE 5 ik M e K/

& L TIXPURPEIY )RR 5| WA i TG s

oAt i Y
BT b et B R 2 AN B AT AR B 2 A, AT AR H B B A A DL IX
1
R A7fit o FH K75 )
BITL (W) ] (M+7) /8 bytes , K (64+7) /8
SETCv1,’v2 ...) |1,2,4 or 8 bytes (Hyk THEMBERIEH, &K 644
)
ENOM(C v1’,’v2 ...) | 1 or 2 bytes (HURTAAMEMEMNEH, &K 65535
H)

T BIT 282, MEREAMEM bits £H, BUIAA 1, HAKN 64 bits. X T MySQL K iIX & —/MHr
(K257, G M MySQL5. 0. 3 A TFAAFIESEBL (FEZ AT sizhr b A& TINVINT (1) ), 11 HAXAL 3245 My TSAM
TEfE T4, (H & M MySQLS5. 0. 5 FF44 Memory, Innodb I NDB Cluster fEfif 5|t FFth “S2¥” T. 1
MyISAMH, BIT AEM2S AR N, SR B AEISEEE Tl bit kA7 Ak, (HR LAl ) — Lo Ar i o 3 A —
FET, DA e 4 o de /N ) INT R BUAEA ), B DA I S B A 4, A an A3 INT 28 11)
A RIS B

XFF SET AT ENUM Y, 32 B8 A AR A AL B D ARIR 2 HAR BB I 7 B BUARIZ AN 7B i H
(I it 2 T AL, B H AR AR D T At ) BB S 2w Oy B0 — 28, i DAAE SE R A B v — B A
28D

WEARAIE, Hod i X B EEHREERIC RO RN b Bl e R R B AR BRI, P
R 2 I NATT RS Ay R 3 9/ 500 26+ S B R PR S AR BBOR SRS Bt PR PR RE 3R T T S2Bn B, BR T
ofr 3 7 BB A o A ORI I R R IR A, BT T3 R DUIE I 5N ) B R R A i 1
T I B AN ) A TR A TBO R RO Bt A, 3R A 3R (R RE A Bt R (1 10 1 FE AR FRAG,  PEREtR IR B
SEEINE TSI

BEAk, 1T CPU A Al Es (AR BT AN —HE 23 AN R S0 [ K £ 25 P ST A BE G LA
HEPP 85 5 T (A R AAAE ZE S e P RA, T3R5 B W AT LU B3 L KR 35 T AR CPU BE Y 7
B, WAZJR R e R AL S A A B R o il i AR I AR B AR AL
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PTG 0 i 44 A 5 JF AN X PEREA AR S, AR LA 1 — ki, RN IZ O — A K
N, AEEX 5 390 AR B i 2 g Sl o KR A R G R 5 % F ) — S8 AN O P B AR —
P BARAE A IO G AR Z AR, RN — R4, (A8 AERT
YEgP— B TR A CH IR IR A, BAli oF B 0 NS AR AR, EE 28 70 LIS 5 A 5
HIAEM ARG, SRRV, B DRGITEREN, Aagmim A (EEwiEE DD
BN — MNMEANBEAE KINIERE T, AELLYEDT

Xt T HHl P B 1) i 4 BRI SR DR g o, iy HME AR BIFAEAE — N g — e, R 2HE
— RN G AT EL T

RO, B NI EE R LU L2
Lo B0 PR N2 44 R v e A0 i i 55 PR b 25 b 47— 3

IXFE, £ DBA HEY RSB X BN A, BT RN AR I A R, AOREOR (HIERL
AN AP S5 AR AN B G R IR, ARRES W A S B L P IR G R

2+ MRS TR FREB) SRR LA (BRI ] N TSR 4

XHFIZE T RE RIS B IR 2, ot ik B AR A SN B RES AR PR AR AR A A R 52
I PR ALRAT N R T E, DAL S5 o AR NES A RE, 3 E ] A KA R 2ty Rk AR
HORBAERIE

3+ RA DR L5 P A7 B AT I ) HA]
R0 A TR GO IL 2, BAUS R A EEE, R TR AR SO 55, DRI i) s (0 K e v
A 2R N ) B R SO AR R AT B o

4y B PR R ORRE AT SE B e AR

X R SCRRAR S AL AN AZ AR H W 2 BES R AR AT IR 22 105 BORT R B4l 1) 4% Fof
AFJENE, Zn RS AR X, B 7o B B I SCR 2 4b, - dr AT B BLr 2
— MR, i HE N HA

5. ROV EOUE MRS BRSNS, HETBAERT AN NS R G #AE
R RGINE 8, HRBAE DRUT idx 8 ind ZRRITHREE GE, RS
X ZRRE RG], RN SR 5 @R A4
PR KU AAE T DBA FE4EG I RE P WS HRE MBI R 51 2 At TR SZ R 51K

IR

6. LRAEIHART RN AZR ] e S PR R B R A PR, IR AR R
A R R A BB A AR R, A B I A SE A T LU %% B ARSI, e B 2

rm A Rive, HESGM, STl T MEAES, mreseH. i H— HHBE f, i 250" 4% 11418
RNESRAT, AR B T MEZR T B AR T SRR T
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WX R NE, AEEWIERKI A —NEE,  “HdRERF NIRRT, T2
BRI o BdEE Schema [T IFANWIAR 2 NARZ A RE — AN L0 0 R S, i

ARG LR EABVH I AN BETERE S OO 0 A ML 55 753K, DRI AR T S SC AR T A B

Schema 4f5#t, AT E LB HIEERER G AN, ERTEALH T RN RSN IZHE

% 10 = MySQL Server f:fetiik

RV

Al

il

Az EEIE ARG MySQL Server (mysqld) AHSCSZIRHLHITI 0T, £33 — LM N it il . %
P b MySQL 1122285 A KA S BB B A4k, (HAREHE mysqld Z AMG EL et 51 3 e s Buiiil, 17
it B IGAN R S H0 B A UK F A N3 W MG 1= ” P37 U .
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HEPEA G R AT A
Lo TRERIRATIC (R0 4% RPM S R i (R e s — BEIRRCA

13 MySQL JFU ke e, AU MySQL AB 4244 T 2 A6 i i1 22 F - BEHAAT AT BLIER 5Kk
¥, WAADE=TrATR (BEEDN MG FATRAE T ADIESE.

fE MySQL  AB S i) — 3 A A T RRCASTRAT T T LAFS 2WRLE 4740 2

a) LA A A 2y RIS T My SQL 7R

b)  ZHRRA I L LA S IR D REAN L BE M ) G A 5

c) PTG S B R HITER,  H R E

d)  WERIESE T MySQL IIARSS, K Rgds KR L IS 21 MySQL ARSI Fr 5

=TT PR MySQL RAT WA K 22 /& 7 MySQL AB By J7 S A1k (¥ Y AR 77 IS T 5 22 52 (R ) P e
2, RJE PRI R X LE B AT SR AR Th R i st A SRR AR R 1R A R R BE 5 T X
b MATLEM A 0S| TR BLIAATRCA, AT REZ AEAT LEACHS U5 T BT X B SR 0S Al 17— LEAR R ()=
VRO, LU MySQL 55 A K 0S RERE BESE RIS 7. 28R, AT 283 =y RAT A I ¥ A1 3 id
MySQL — 4740, AR ARG S HOT T T — S5 %, ik MySQL 7E 3028 g s N RBLUEAL

Fo

XFE—1, WK A EE — 07 RAT I MySQL 3k A L LE MySQL - AB By J7 3841 1) — 3k & AT WA o
K G1 7, IBATRATIE A5 N %% 2 — 5 4 i 3R AT ARIE ? Je il &, AR F8dt— 5
BTN 58 =07 RATHRA 1T BEA7AE MR L i 81

B, BT T RATICARRT MySQL BTt ciesh, R Z#0&h T R RATE A ST IR e 35 5
ke BT, 35 =5 RATRAR IEAS— e 34 S A 456 FH 2 BT A 1 2155

R, B S =0 RATIRAR I RATE H— g # e — 2B AMEER AR (@&, AR
B ORI RATIRA Z BT, 25 o 2 08 4T D BE R e MR FRATANAF M40, 76 FRAE I I A 2 75 2
U MySQL AB B J7 (1) R AT WA Th HAAFAE I bug?

B, WARFRAGE T MySQL ARG ARSS, 1 SMAFH T 58 = 5 M RATIRAS, M BRATTI R 48 H 3 n)
(s, Rt MySQL (132 FF TREG I SCFE TAE S KATHr, FEa v BE S fE 4ade b0 F.

R ST LASE AT LA EIX S ] fefr AE R B INUE, 58 4] AR A MySQL AB ' 54 ity —
BEBIRRAS,  TUE F AT RERAT S 2 ML B s PERE M A ATIRCAS T

ZHTFRA S Y 4 BBl EE 07 R A R A RO — S A B, ORI T — S LR AR R
A, Ul Percona fE3E4 T — 2L LR 51 Patch 2 J& (M RAT IRAS BRI B A AT, AL £ .
4K, Percona AMUALAN Kk b HIA, [R50 RIES T — 2455 Patch MRS AL XAy B4
Percona $2 L —48 Patch A, TR AT ER REAE 1947 4 36 LAIE— 2D UL A0 R0 52 1 MySQL B &, i mT LA
T4k Percona $& A5G4

XF B R RA e, T AR S R, FAPEAR LB AT R Z W LA s, o] L
MRS 2 BRATPGE T REFES =7 73 R Z Ja, T LIRS B 5 PR AN F Ry m R 368 & A 1A 1Y
PACTAT RRAR 2252



2. YRDDEedE

5 ZERRATRCAARLE, a0 SR A B Tl P A AT 2%, IR AAE e B b FRATTRE 8 6] MySQL
BT AR A B 2 B 20 B R GG — 2% R g I PR A g PR R AT T T L.«

a)  EPRTE QBRI 6 5 A I B as R A 4 18 5 1) 3B AR 5

b)  FRIEAS[F] RV ERAF & A5 A AL DS 9 1P S 4L

c) EPXTIRATVRR N Y SOk BT AT A AN T AT A A

d) AR AT P T EEAE A ) B N A I e e AT R B R A

e) [Al—& TN LT LL2ed 2 /S MySQL;

£) ALy DURSE R N s VR IR 25 Tl 2

FEWAG 245 T 1y R B R RS PRI RN, [FRE 25 AT ok T RT RS LN BE

a)  XIMESEUN AN T i g 222U AN 2 m] Be Al g 18 HOR 1) —2EHIACRY AN ARE 5

b) X B ORI ISR A A LA S 80T B B Al R ge i fe 56 2%

c) A ANIEARERRZ A B R IR/ ) Bl S YA G 1R e SR A e e E L R R O A, TR BRI
I ) BT

A 2 ) B KR R AT LLLE B AT A AT R B R 24, S KRR E ) 2 8 R o 1 i 3ok
F AT Y G 2 2o o (K Lo A O i — MR RN, A R XT KK A i) .

FEIE L YA 2B IR, e QB — Dl R I E G 1R S A, AR AT configure v T E
(12 g IR . BATT AT LAE MySQL JAS B (K SCAFE T @ U ATIAT . /configure —help” 733
A UABCE BT i S HOETL anh

“configure’ configures this package to adapt to many kinds of systems.

Usage: . /configure [OPTION]... [VAR=VALUE]...
Installation directories:
—prefix=PREFIX install architecture—independent files in PREFIX

For better control, use the options below.

Fine tuning of the installation directories:

—bindir=DIR user executables [EPREFIX/bin]
Program names:

——program—prefix=PREFIX prepend PREFIX to installed program names
System types:

—build=BUILD configure for building on BUILD [guessed]

Optional Features:
—disable-FEATURE do not include FEATURE (same as ——enable—FEATURE=no)

Optional Packages:



—with—charset=CHARSET
——without—innodb Do not include the InnoDB table handler
Some influential environment variables:

CcC C compiler command

CCASFLAGS  assembler compiler flags (defaults to CFLAGS)

s N IR 2 A DA AN T, KE e LA FAT AR B E o E N AR . N
B JUAS LA B () G B S AU — AN R HR I A2
“—prefix” : BB LRIE, BN “/usr/local” ;
“—datadir” : BE MySQL Hl A7 B0 A% s
“—with-charset” : BE RGHIBIN AT
“—with-collation” : ZRZERINFIRZEG LI
“—with-extra—charsets” : H T BRIN PRI Z S5 BB 28 1 T4 465
“—with-unix—socket—path” : %5E socket C{fHhlik;
“—with—tcp—port” : FREHEE MW, BRI 3306,
“—with-mysqld-user” : 4871847 mysqld [f] os FH/*, BRI mysql;
“—without—query—cache” : Z£H Query Cache ZhfE;
“—without—innodb” : Z&H] Innodb f7-fifi5 |4,
“——with-partition” : fF 5.1 RATFF)E partition S HER:,
“—enable—thread-safe—client” : PAZEFE 7 %) b s
“—with-pthread” : 9RililfffH pthread Z&F2%%niF;
“—with-named-thread-1ibs” : &Ml F FEANR: a2 I LR G 15F 5
“—without—debug” : ¥ FIIF debug #;
“—with-mysqld-1dflags” : mysqld BI&I4h 1link 23,
“—with-client-1dflags” : client HJ&I4P 1link 3,

DA XSS O AR 2 e v EEIEH T (0 — L8 24 b i JL A9 1 25 20200 T 53k
e 2RI T LU B B SRS, iERGEEGRATH SR HPAE ARSI, MEAESE—, JF
2 SRS SR A T N 18 ARG o 171 i TP e SR SR ARG 1345 R 1

FAKFPZ A RERLME R U, — D RATIREME %, JERE iz, Pril, fEddi e
Zhi 13 My SQL (10 I i 17 12 ) U FH AT 75 BRI AL, D2 A 7 B RAA A 5 1 AU PR AT T 75 2210 5
FEAE, AETRATM AR GRS S TTREMI T B, DR IXAE K MySQL 225 A1 RS AT e e (R RE

BEAE, XLy RIS L, T BE AT 2 PR NIRRT
i, SE4amT LU g E 2 H0R e Ak My SQL A i A G O AR, 1E MySQL 7E AR A8 FRIPR 5 T R F4EAt fee
A1



R AL IR 4 B 2 0P BRI 2 A Debug AR A il — 3EHIACHS, 17 Debug #5345 MySQL 5 K [ P i 2k 72
ELBE RIS BRA 19 B U 2% 2285 10 AR I e, — @ AN B C ] “—without-debug” %%k
H Debug 3.

M “—with-mysqld-1dflags” Fl “—with-client—1dflags” AN EES W R K E N “-all-
static” P&, 7T AT Vg 1E s LA A T 2 136 Rl 2 198 4 SRARE 1S 2 de i (P PERE o A RS gm e Ml Bl
A AR AH L, PEREZE R n e A 2 5%3] 10%2 % .

LA AR Bt H AL ) g PO E S T, AT LS [ B AT B 5GP 2
. /configure ——prefix=/usr/local/mysql \
—without—debug \

—without-bench \
—enable—thread-safe-client \
—enable—assembler \
——enable-profiling \
—with-mysqld-1ldflags=—all-static \
—with-client-1dflags=—all-static \
—with—charset=latinl \
—with—extra—charset=utf8, gbk \
—with—innodb \
—with—-csv—storage—engine \
—with—-federated-storage—engine \
—with-mysqld-user=mysql \
—without—embedded—server \
—with-server—-suffix=—community \

—with-unix—socket—-path=/usr/local/mysql/sock/mysql. sock

10.2 WSQ. HEEMK

FELZHESEMYSQAL 2 e, 18 A2 7 2O MySQL 1) % Ff 2 Bl Ik AT — LU AL I BE IR . BLAR MySQL R S
AT 5, BB PT DAAEAT R T8 AL AOREAF BE A N = i AT, ] DAFERR D B M ARG IIEAT
EAEERE, AT RETE AL AR AT BEI06 MySQL (I PERESRTH B2 A TEBIIN o FE3X — WRATE M —F
MySQL () H & (EESE Binlog) XTRGEVERERIEM, JFMRE H S A SR PEAS AT B oL SRS o

H &= AR () P e R )
EH T H AR i SRty A IR BBk RE R a2 £ e R e B o B B TO WU, LAY T H A&
TEZ B 43 MySQL W) R 48 p iy =55 vh, AT TAESI T MySQL i H B 1% H & (Error
Log) , Wi H & (Update Log) , —#FiIH & (Binlog) , &I H & (Query Log) , B H &
(Slow Query Log) 5. 48K, HUMrH &R EMCA MySQL A H 1, H v geml —dk i H & A

FEERNSOU T, RGBET IR H A, SCH] T ALY HA&, BUEZUR AT RERD 10 e R R 4t



PERERI H o AHEAE— A B — U SE B N 5t #R DA 4T F —E I H A&, BRI A MySQL
IR AP BB T I R O I SRR, 2 MySQL SEBLE I EA S . A IRy T 3B it fefiiik,
SERTHATENZ ) SQL B8R, RZ KRG SFT I Ay H &k il s AT I 1) 8 i e 2. CRRATT B AT %
B I SQL &,

—WAIEOT, A RETRDH RGESFTIFEWHE. BOAEE HEFT I 2545 MySQL thdT
[PJBE—4% Query AR B HES, SZRG W R IKEBORM 10 S48, 1y KM S8 bR s HFA & 3R K.
— R RAAAETE R MR EE T, O T e AL LD e AT ] T WRLE SQL TE A I, A SRR TR B AT
Tz HERMAR N 08T Frlh, 7EMySQL REEr, i e B2 m i MySQL H & IV HE & A7k 5 4
HorHE) F%Eyi2 Binlog T

Binlog MRS H AL I
BATE SCEE Binlog WAHXSEL, WIEIATUW Ty 2 0] LAk T Binlog MAHCSEL. 44K, Hrp
WERHET “ innodb locks unsafe for binlog” X/ Innodb f#%5 1% E 15 Binlog RIS

mysql> show variables like *%binlog% ;

sync_binlog |0 \

| Variable name | Value \
| binlog cache size | 1048576 \
| innodb locks unsafe for binlog | OFF \
| max_binlog cache size | 4294967295 |
| max_binlog size | 1073741824 |
|

“binlog_cache size”: fEF55FErP A gy —BkHI H & SQL BRI G- K/ 0B H G272 I
55 s PRS- A i 5 | IF HR G288 T kil H 3R (—Log—bin KEIR) M HTHE T A REAN % 7 i 43 B A A
7, W, BB Client #AI LA EL % B A/ binlog cache 2¥[A]. W I A IR R Gerh &% 25 R
ZWEN) G, AR IR RN, DORMS AT I PERE. 4R, FRATAT LA MySQL AT iy
AR B HIW S4BT binlog cache size PIR#L: Binlog cache use 1 Binlog cache disk uses

“max_binlog cache size” : F1”binlog cache size”fHXIMN, {HZTAENZ binlog HEMAE FH I
K cache WA KMo HIATHAT Z B FSS N %, max binlog cache size WIRAMEKKTE, REH]
A8 2= W H “Multi-statement transaction required more than ’max binlog cache size’ bytes of

storage” H4Eix.

“max_binlog size” : Binlog H&EmAME, —MOkULE R 512M 83 16, HAREEIT 16, %K/
AR AW R 5 Binlog K/, JUHJE 2451k Binlog ELA SR R ¥  SGE B — AN K &I, &
GER T ARUEF S SE 3, A nTRe )4 F R ahE, Haek 55 0 SQL #Bid gk A\ Uiy H A&,
HENZHEF AN X — KM Oracle [ Redo HGAT KIA—FE, B4 Oracle i) Redo H & fric = )& Hils 5C
PR PR B A5, 1T EFL R [R5 T Redo F Undo AHOEHIME L, FTUAR— A HL 2B — N H &
X} Oracle KUt FFAJCHE. 17 MySQL 7E Binlog " HTic sk (2 50 i@ B4 (5 2, MySQL #RZ 4 Event,
SRR b R B B AR A 1) DML 2 2K 1) Query 4],



“sync_binlog” : XMSEEXT MySQL R0 K Ui & R OCE TN, A E] Binlog %f MySQL i
ORI PERESAAE, 1 HIE52mi ) MySQL i 52 48k, X “sync_binlog” ZHU45 s & 11 BH i
T

® sync binlog=0, MFLHILAL LG, MySQL A fsyne Z KMALIFRIPHEAMIHT binlog cache

15 B 2R, Wik Filesystem FHAT Y& A ARHERMIFE L, B0 cache Wi T 2 J5 A4 R0 2 i
j@_

® sync binlog=n, BT n IRFHFIRAZ G, MySQL FHEAT—IR fsyne Z KRB R R 2K
# binlog cache " ¥IELH 3 I 5 AT o

76 MySQL T RGEERIA NI B /2 syne_binlog=0, AL AMAT A5 6T RGBT 2, X IR
BE 2l I, (HE XS 2R AT, KA —H &S Crash, 7F binlog cache FFTH binlog 5 B H#SHY
o MEREN “17 IR, e SR TERERIFER KINE . IS BCE N 1 I, R RSE
Crash, %% %7K binlog cache HRFEMM— M55, RSLBREHE KA ALAT S mPEEm . ML
FAHOCMAAKE , T EIFRFSHRIRGKUL,  “sync binlog” WHEA 0 MKEN | IRAT ANVEREZE
TR mIA 5 i HEEZ,

REAHIE, MySQL IR H] (Replication) , SEfr i eilil ¥ Master %] Binlog IS A 10 £k
FRIE L P 2% 502 Slave i, AR5 PRI SQL e AT Binlog Hh i H Ak P8 FH 20508 e bk SE BRI . B
PL, Binlog M K/NAF 10 Z6FE LA K Msater Al Slave it 2 [0) ) W9 48 #0277 A5 H B2 5200 o

MySQL 1 Binlog [y A 2 ¥ IME LR I, HEERATIN Query o848 T 4 2 rh it s, I8 4 st b 2
$41Z Query Frdf N [#) Event idsx ] Binlog H1e MSFRATEAZ B A IMNERAEHI TWE? R AE, 1
MySQL SRS, SEBR FR AR 8 NS0T LAk ToAl 145 il 75 22 52 T 53 75 L 20 1 AN EAT 5231 1) DB B
# Table [, 751h:

Binlog Do DB: ¥ EMFLesi/E (Schema) 75k Binlog;

Binlog Ignore DB: #:EMIL%dEEE (Schema) AZil3% Binlog;

Replicate Do DB: & T & HIMEHEE (Schema) , ZANDB HiES ( “, 7 ) 7bE;
Replicate Ignore DB: & ] LLZME % HE)/E (Schema) ;

Replicate Do Table: WiEfFEE N Table;

Replicate Ignore Table: 5 H] LAZH&H) Table;

Replicate Wild Do Table: IJjfElA] Replicate Do Table, {HW] LAl ACSTACHEAT % 8
Replicate Wild Ignore Table: IJHE[R] Replicate Ignore Table, ]y i B /¥ ik B ;

W EX )\ASH, TATHAT AR T2 BSEbr ok, B Master %3 Slave ¥ Binlog
EISATREN D, A/ Master S El Slave I 25, /b 10 ZRF21 10 &, LREND SQL ZEFEM
T S5 SQL e, IR RIMGE Slave b I EICHE 48 I ) 2T

Szfs b, B \ANS R KT PN S BCE LE Master S, 105 7S AN S HON & ¥ & AE Slave i
M. BEARATIH AN S HAG AN NS HAE DR FIFRAIER BB R, H2X Tk MySQL (1
Replication SRuUt#S AT LS BIAHAI TN HE . 48R AT — I, HEEX T

® WIRAE Master ¥ B AT NN SE, AU L Master % () Binlog id i K (1 10 & kb,

25k Master %) 10 & FEaial LUk Binlog TN, (L4 Slave Siff] 10 ZF2 1] Binlog
AR ED . KM I Ak S T BAYsk /> R 2% 10, /b Slave i 10 264211 10 &, /b Slave
Ui ) SQL ZeFR ) TAE S, IS K B A I PERE . 249K, 7E Master i EARAAAE— )
Wi, R My SQL PRI T 2 75 75 22 R A Event AN MR 377 251 Event 1) Query JiT 5 S50 i) Bicdis



FAEI DB, A2 ARFE AT Query IS ZI T 7ETERIN Schema, R A& FRATTE S I 545 1 1 DB 512
4T “USE DATABASE” i firfigs€ ¥ DB. JA7 i BRI\ DB AL & rh BT € (¥ DB S84 A R 5 1O
LA 2oF 1% Event TS Slave ¥ 10 ZeFE . T DLARAE R g8 P H LA BRIA DB A6 5 2 521
(¥ DB AN REI I UL T 0% T it EEEL I DB A Table (KU IKIN A%, % Event A2 B S
5] Slave &M, SHEA A HEK Slave W IHCARFN Vaster (OBCHRR—ECHON S IHBL. R,
SAEBRIA Schena F IR T /RS0 Schena 50, WAHEST RIS Slave 3, 4 Slave 3
JERATIZ Schema (NI, U223 AT B T 121

® il R AT Slave BRI ARG (e EE ARG T T AELLTE Master SR MO (5 —
R PRI ANE & 5 Bk e AT BT I Event #HE 231 10 R E2 I3 Slave b, IXFEAAIY
T % 10 B, 414 Slave i) 10 LW T Relay Log 5N, {HRIATT LI Slave
13 SQL ERT(E Slave 310 FLG R AL, BUAYERE T TTRIATE, (E 5 Slave S B ST I HEHL
H, AT DR IEAS 2 I A 2R IA Schema [ 17 53 11385 A% S1ave Al Master 3R A —80ak 4 & H 45
1 T

Slow Query Log #HRSHUAAS FH @
T KEFE Slow Query Log MIAHCSEIC S . 3 48mME, FATH T @M RGP RCR B 1Y Query
iBa), WMEHEEFTFEEMAEHE, WilE Slow Query Log. AR LLUI N & FH KRG8 &5 H & 1 FH <%

===}

H:

mysql> show variables like " log slow% ;

| Variable name | Value |

| log slow queries | ON |

1 row in set (0.00 sec)

mysql> show variables like ’long query% ;

| Variable name | Value |

| long query time | 1

1 row in set (0.01 sec)

“ log slow queries ” ZH B /" T RG & & & 4 4] JF Slow Query Log Ih e, 1M
“long query time” ZHUNAVFIATHAT RS BCE R Slow Query sgkPATIN AL 2 K/ Query. 1E
MySQL AB & 471 MySQL MiiA<HT Slow Query Log RJ LA E (K kit2 A N A 1 #0, XA LUIHx ] ek
TMESTE W R TATESK, WRAE R — DA RS A W I ) BRI, v LS Percona $& A1)
microslow-patch (fFECy msl Patch) KFEWAZPRA. msl patch AMXALEER M2 2 ) IR F] el )> 21 2 b2
S, TRV I BEE o — g s A R SR B8 SR 1 SQL, Al b S BN K Slow Query 2545 nTh
Aeo HRERRMR M S, XEPANH nsl patch LA R E A MK DI GEASH, KKESHEE T
i+ 4f ( http://www. mysqlperformanceblog. com/2008/04/20/updated-msl-microslow-patch—
installation-walk—through/)



FT1FF Slow Query Log DIREX] REGLIERE MM HEAR M4 Binlog FA K, HE3d Slow Query Log %
SN, R 10 SRR EUD, A2, RATFEVES—4 Query INPATINT], BrLIHFER &S
—2ufK), T CPU T AL . WK F I RGAE CPU B L 08 & I %, A AASALE 3K — sk s i
Fe, YR AT RE S A IRATAOR R R AL R . B A0 BIRATTI CPU WUt E i Sk g ik, e 4
AJ LLE G o3 g OGP D RE, i A5 2 () Witk (19T I Slow Query Log DBEK &AL n] BEAFAEMI M2 2 M.

MySQL Al H S AR (Query Log) sRFHMEREFL MR, FATHAMLLLZ T, 2T
BB BRI H &, ARG “H A7 5 A 80 P . (14 23 #r o

10.3 Query Cache ff{t

KE Query Cache, RUIFAH L MySQL IR NS B2 B/ — 26 T, BUNFEIR 2 B KA ]
DL B A P B0 JE B e A — A “” 4R T (HELA AR 23X 15 TR Tl dun 4 4 B A A
MySQL f¥) Query Cache #E4T—LEAH N (1) 43 BT IE15 350 A 130

Query Cache FLHJZ “MJ7 8" M2

MySQL [#) Query Cache SEIR SR SEPR B IFAEREMMI A, )RR Ul 244 & - B il KK Query
W) CHRALR T SELECT Z8A4(H Query) 18— 1) hash HIEIAT—AHHE MG 2] —A hash H, 17
E— hash fiP. [FIFFZ Query BI45 H4E (Result Set) WAERAE—"NWALE Cache T . F£H Query
hash i %R ) RE—> hash B ITZER T s b R IEAF I8 T 1% Query FEXS [ Result Set [ Cache it
FERI AL, A AAZ Query BTES S BRI T Table HIbRIREE HAL — YL (5 B REEZINUTT—A
SELECT &2 1) Query IS iz, T 5ETHH HIL hash 8, #AJ5ilId 1% hash {HF] Query Cache H & ULHL, 40
BB T 52 A B Query, WIE B ZHIIT Cache I Result Set IRI[\IZS &/ gl 564 A we Bt AT J5 1H
(AT ART 25 B B AT 58 BOX IR 3K o 1T S i PR AT ART — AN R B AT — S5 Bd R AR B 2 5, 45l %N Query
Cache, FFEWITH 51% Table H KM Query [ Cache ¥ RA, HBEHUH 2 a7 5 I AN A7k, DUME S5
[ AR Query REREAH H o

BT SEILR PR, Query Cache fifl S DA A ] B S Bty >k EORPEREI G I Dhg . (H2IRZ
N T BEHE 200 T A8 H QueryCache 2 J5 Tty > 1 47 1T S«

a) Query iHJ [ hash I8 5 LA J hash BTN FE. MIATEH Query Cache 2 J5, %4 SELECT
HKA) Query FERIIA MySQL 2 J&5, #B 75 BLREAT —A> hash 8548 J5 & #4215 4776 1% Query (1)
Cache, HARIXA hash B WL TTRECAIER &3 T, hash A RAEFER O & L8 FIILIL
T, AT —4 Query RULHFEM ISR AT AR 1, HE LA EA ETH2ILT
2% Query I, FRATAGEXS =25 1) CPU S FESE B T .

b) Query Cache MIZRZLIMI . WIRIRATHIRAR B LA E, W2 A% Query Cache MR ZRIEH
e X HLRAR FAIRER P AR AT, B EaE R OV E AT a2 Ik
TR IR ZEA7 3 Query Cache H (1) Cache 45 n] BETE NIAE NG AR PR A0 2 PRk 2 v 0 504 ol 50 2% 1 e
W, ARG HAR R Query BEk 2 5 Joi Al F 212 FT 1 Cache.

¢) Query Cache H'ZEAFHIJE Result Set , WAL, Wi, fE7ER—4d5KH Cache 2
AT e MEAFAE o AT B N A7 BRI R I D #E . 48R, W Re I NS UL AT W] ARR 2 Query
Cache MJR/NBT. JERY, FRATHHEHT AP E Query Cache R/, {HAZIXFE, Query Cache gl
P55 1 R P ATAS S T e e, s iy T 2 1K R B



XFF Query Cache M L =AM sgm, B g A — N S SR UL A 208 o 3N KRG LK
A @, FEASIERFE X Query Cache PR RKZWIRE . {HAE, MZEHAX AT L% LK
15, R4 Query Cache ZEARZ2 ACn H AN/ ARTIIBIE “ M =817 T

&S {#HH Query Cache

HAX Query Cache M SAEE—Letifisgmd, (F2FA I NZARG AR R LA — M. &
M5E2AH PR Query Cache 1) _F T =AM 7RIS W 3t 5642 K 25%F Query Cache RO HUEERRATBRAR T
Query Cache SR B, ABA A9 5¢ 42 T DLl — & T BAEAT A Query Cache [ KRR,
RRIEHAS FHAT R8T H 55

T2, BAVFFEMYE Query Cache RAMLHIK AWML R IE S {EFH Query MREERAIE S . BT Query
Cache MR RAL F2L& K Query FTK#ii) Table KM K4 T4k, HEM Query [ Result Set WJRECA
A PSR T A DS ) Query Cache A, B A FRATTILN 138 o AE A ) AL AT E ) Table (] Query |
], 1 NARLEAR LA AR AR A /NP Table () Query EAF . MySQL Fh4FX Query Cache fi A%
FIi SQL Hint (327%) : SQL_NO CACHE A1 SQL_CACHE, 4354t 85I A# ] Query Cache F138 4 i
Query Cache. FA15ERTLIFIHIXMAS SQL Hint, il MySQL HITEFA A EEMELE SQL A A Query Cache ifiy
WP SQL S ANEAEH T o IXFEA AT PLIEAR AL S0 Table [¥) Query JE %% Query Cache [AINAFE, [A] KA AT BA
1§/ Query Cache &I &,

R, X FARLEAR AR /N, A I A S F s £, FRATTAT LAY N SQL_CACHE #) SQL Hint,
o MySQL 1 Query Cache, MIMIEEZEF IR,

i, AT SQL 1) Result Set fRA, WAL Query Cache fR7 5 ik Cache WAFIIAE, S
2RI E 1 Cache PRI 20 W TX—3 Query oA 1 PIFH 5 VETT LAY, — &A% i SQL_NO_CACHE 2
H oK 5 il Ath AS A FH Query Cache 1M F K 1 B 82 A SEBr £ L A4k, 50— R ik i o

“query_cache limit” Z¥{{f k4% %] Query Cache BT Cache Iz K Result Set , RZLERIN N
IM (1048576) o HEA/ Query B Result Set KT “query cache limit” BTk i€ HIME I %, Query
Cache &£ /A4x Cache X4 Query .

Query Cache [IAHR RAE S L EHIREL =
AT SCEH Query Cache ARG R, A LUELIAT U0 F iy 23845 MySQL A Query Cache F15¢11) &

KSR

mysql> show variables like ’%query cache%’ ;

| Variable name | Value |

| have query cache | YES |
| query cache limit | 1048576 |
| query cache min res unit | 4096 |
| query cache size | 268435456 |
| query cache type | ON |



| query cache wlock invalidate | OFF

® “have query cache” : i%MySQL &5 3Z#F Query Cache;

® “query cache limit” : Query Cache f£/ ] 525 Query B K Result Set , ERIA 1M;

® “query cache min res unit” : Query Cache &> Result Set fFHHIEH/DWAER/DN, BRIA
4k;

® “query cache size” : RETHT Query Cache WAFIHIR/N;

@® “query cache type” : RALEITH T Query Cache DiE;

® “query cache wlock invalidate” : %%} MyISAM fF£6f 5%, ¥E 44 WRITE LOCK £EHA ™
Table I I 5, 15038 K2 ZEAE AT WRITE LOCK RIS 7 U5 2 )5 7 22 38 2 SL VP B3 A Query
Cache "HisZHNZ5 L, BRIAH FALSE (R LAE#2 M Query Cache HHHUIFLER)

DL ESH S B L “query cache 1imit” Fl “query cache min res unit” I NSEIKE
T S 6T N AR O 3 . I B FRAT 7S 2 Cache ) Result Set —&#HBIR/N (UNTF 4k) FAUE, W]
PLI&E M ¥ “ query_cache min res unit ” 2 # f i /N — 28, &k fpim N fF IR P,
“query cache limit” ZEUUAH I, 1 WERIRATT 2 Cache Y Result Set KF#BAT 4k (11,
NH i “query cache min res unit” JHEER|FI Result Set K/NEAZ, “query cache limit” [
ZHABN KT Result Set WIR/N. 45K, TTREATLE i FRATT LLASHEMERA AL 5 Result Set IR/,
M2 Result Set BRIz, FATHIFAZIERFW “query cache min res unit” BE FIFIBEA
Result Set ZAZ K, REANERENR Pl oz — KNI EL,  BARAER 568356 1) 58 AR PAT A
P A S AR 2 AN 0] BE AR 1) o

WRIATE T f# Query Cache OGNS, WIATLLE L Query Cache FHSCIFRASAS R, Wi it
LU R
mysql> show status like *Qcache%’ :

| Variable name | Value \

| Qcache free blocks | 7499 \
| Qcache free memory | 190662000

| Qcache hits | 1888430018 |
| Qcache inserts | 1014096388 |
| Qcache lowmem prunes | 106071885 |
| Qcache not cached | 7951123988 |
| Qcache queries in cache | 19315 \
| Qcache total blocks | 47870 \

® “Qcache free blocks” : Query Cache F"HRIitH 2 41 blocks. WIHFAZH R A,
WIBiW] Query Cache HINAFHEARZ T, AReHEFHEEMHSEATHE O

® “Qcache free memory” : Query Cache T H RIS MINAE AN WX AN SEIRATTT LU Fy Ut
Eﬁ E@Xm%%tﬂﬁlﬁﬁ%éﬁqjm Query Cache Wﬁﬁlj\%ﬁiﬁg’ %%giﬁﬂﬁ%ﬁ%T,

®  “Qeache hits” : ZAWAT, EILXANZHIATATLIEF £ Query Cache FIHEA AR,

@® “Qcache inserts” : Z/DUCKarH RGN . WiL “Qcache hits” Fl “Qcache inserts” W
NSEBATH T LU Query Cache 2T



Query Cache #y## = Qcache hits / ( Qcache hits + Qcache inserts );

® “Qcache lowmem prunes” : % /D45 Query K4 W 427N 2108475 FRx Y Query Cache. il it
“Qcache lowmem prunes” F1 “Qcache free memory” M H 454, BEWSFEIG2EM T ERIIRATAR
Zirf Query Cache FINAE RN EAEN, 2 ARSI HILE A N AEA Z 1T Query fift
th

® “Qcache not cached” : [XI4 query cache type 1% B 8i:& ANEEWE cache [f) Query %

® “Qcache queries in cache” : 4§ Query Cache ' cache [ Query %=

® “Qcache total blocks” : 4§ Query Cache 1] block £

Query Cache [1]PR

Query Cache HIT{fF AN 22 # 45/ 1) Result Set, A FRIIEAE UL, BT LLAEE BEHETHT A
I, 5552 B0k 1 BRI

a) 5.1.17 ZAVHIRRAAGE Cache #EEAR TN Query, 1HAEM 5. 1. 17 BRATTLS, Query Cache W4

THIGSCRF A B Query T s

b) BT AN A ) SQL ANEEH: Cache;

c) fF Procedure, Function LA Trigger F ) Query ANHEHY Cache;

d) A HARIR 2 BT P] BEAF BIAS AR S5 R IR U Query ANRER Caches

BT B IX R, e Query Cache MUEFEH, @ BGE MM E M7 Ak, SULEA
EHR B AJEN Query Cache, AN ilH:4E Query MIEHIZE 4L Cache.

10.4 WSQ. Server EHfthERMHk

BT, S, Query Cache Z4bh, WIRERZHI MySQL Server HEUAVERER) I EILALIRZ Jrif, Wik
ZOERL, SFREH, Table BWHAF, X HATPRHTER T RUTH LYY A Z AN RERNT MySQL Server
PEREF A rT LA R FB 20

W 5 T b R 2
AR MySQL R T7 A Al 2% 7 20, i n] DLl ay 44 8 18 1) 77 20, @ AR 2 i 7
UEERE MySQL, 7E MySQL Hp S alnd SR i 07 8 BT % 7 i i SRR e . AN P i el o 1
—AE N ANE R . TRATTYEE T B A IR () 1 BEIC B AN M R PR S
® nmax conecctions: & MySQL V) d KBRS
XA B T B 2 RS MySQL N JH T R AL FRE Ty, B ARG S bR AR KT
max_conecctions FIFHOL T, T MySQL f1is & BRI, A2 N A b dR 2 7= A I Faii =R I 254+
AT PR T A R i B BA— Rk it, 2 MySQL EHLTERE SLiF, #RERASEOE RS
FIHER R ORI 500 £ 800 ZiA7 &AM SIE M S %1l

® max user connections: &AM ARVFRHIERSL
IS EOR R T RS MySQL (F3EFEL, 111 max _user connections WIS XETHAN I 3%
PR AE— RS DL T BATAT REAR LD AT XA SR, A7 — 2L T4t MySQL s A7t ik
5, BUE O RRAE B ARSI i el R 2. BR T BRI R X 2 Ak, oA 5 T AN
max_connections —#f. XANSHE T AU T N R RBP4 6 T35 38 1 3 F ok



B, SEABCAMRZ RG], WTLUSEBOT 24,

net buffer length: MZEELAEAIT, L4 S Z AU net buffer WAL K/

XAZE 0T R W2 W AR ek, TS Hh e 1 SR B X a6 4K
/N, BT LA B R ) R Y FRATT )RR R R AR AR K IR i MySQL B2 75 22 2 I Y R 1% 2%
MIX KA RGERINK/NA 16KB, — R U LI R K2 H07 5%, AR W BB A 2k
N, BRI AR AR D, T H RSN A B EBE DL T, AT DUE i P 2
8KB.,

max_allowed packet: 7EMZEALHIT, — AL S S 15

EANZHE net_buffer length #HX N, HANEZE net buffer [P KfE. HIATTIH B L 4=
KT net_buffer_length [JWER, MySQL 2 HBhHI K net buffer [FK/N, EHEIGEM X K/NE
#| max_allowed packet FTiEMIMEH. REBIME N IMB, H KEE 1GB, ik hy 1024 (%
B, BAHEAT .

back log: fE MySQL (IR KR AEAF AS f Se VA7 TR ) doe KT SR EL

R RAERF A, SEbr PR R I 25 i FRE U SR BRI R K, MySQL 3= 4R ¥
INE B BB FE R SR IC (BH Q) ERERRI AR, B 70 o BIE L AL )
P TSRS AFTIAE — AN EERF S, XASBAIAEE MySQL (ERETRBAS . S IRATI R GAAAE
W T PR B AR SR I, WU N3 R back log ZEIWE . RAEBIMEN 50, KTTLAE
N 65535, HIEATHE K back _log AYBLE AR, [FlIN ik i 22 32 3L 0S G 925 i W BA A T BR
i, PA A S 0S 11 P94 I WT /N T MySQL 1) back log Be& g, FATIER “back log” ¥
BT X

A T M ESE A BRI AR E, IR E B A S ARG I 3

U

FEMySQL H, Oy TR B i A S SR QU IEHOX AN R AR I PERE, KL T — A Thread Cache i, 4%
S R R AR LR A TRAE LR, AR SE O R b i85 IXHE, AR RERE SR %, MySQL #5642
fi & Thread Cache MH I A7AE 25 INIERRZR R, WIARAFAE MG R FLARAE A, W R 2 NI R 2R
A QIR LA . 75 MySQL P AR A S 1 R G S HUCRASZ BT -

thread cache size: Thread Cache Wi W AZAF I I L FEEN .

MAG AR, FFASD L) thread cache size BT & H 1% R A7 A
Thread Cache Jthrr, T &R ELLFENOIE LA, 1218 00k H e E SR AP 4
LIRS FE1L 2] thread cache size fHZ )5, MySQL A2 FRELRAFHI SEMIEHERE T o

R IATRN R %%, Thread Cache MW TSt I B PR R R 82 1 B
PERNFH AR, 0l PR 2 10 ) S AN SR AR I (1), an ARG Ak My SQL 8 it A5 EAH Y.
(PR, AR RHTHFESERs FRRAER Rn, M 43AMEH T Thread Cache Z )5, HT
HERRG RN HOR AR TSR PR, BEA T BRI R ad, XA ZEAH
XIS, UM T REMNRERE. TUAREZMNNHRSE T,
thread cache_size [FELN % B FIARRT R —28, ARAZ/N TR H 2R G000 B A (10 5L B A s =k
.



U SR BA T (K E B (IS, Thread Cache FIZHALAT g3 6 F BLE RS FER K, {2
WIFAR T RBA M. BN IR R A T3, AR XECRUEAR AT B4 2L A0 BT A 34
EABREAL TARBE HPIRZS, RS A A DERSC AR B DL EAT SF AR R,
IS5 2 B BRI R Ge B B SRR IS B3 55 SR P A B A AR LA o i EL G SR
FR 55 25 RE R BEANE K AT, B o™ A EL S KT, B A2 (0 24 G M S A 0
SHEZ . PrUABIAER AR OER N A BT, Thread Cache HLHIAI 582XV ERAT
WO HARAEACGER IR h AT T LR thread cache size ZHBRCE KK, —HOkUE
FIHE 50 2 100 Z [N ZAt T L T .

® thread stack: FENIEFLLREG I RN R, MySQL ZaAth 73 FE i A7 K/
2 MySQL G —ASHr R AR I, R TR ZE A I — & R/ AR HERR S 18], DU AE T
P s K Query LA H S A FRRES AL EEAE B o ANik— ek it i A S 0 My SQL 1 He gk
FRAEBEALH 20 AR TE, ANAZER S BB RN, TH RS ERAE (192KB) JEA F
AT LU I N, A o G SR B B R/, 2358 My SQL R 2R e % A 3% P v 175 K 1)
Query WA/, LA MBI R Procedures #1 Functions %5,

F A X LR BATRT LUE RO E M 2OE AT B UL OB R R I P REM S 8, NI BAT A
B ERER R Fri P v B A B, R R . BAT A DOE R AE R G AT I R L
AN RARAFAH IR AR5 B R Bl K S v B ) 5 AL -

BATIE B E L LREAN I I R G R B B A

mysql> show variables like ’thread% :

| Variable name | Value |

| thread cache size | 64 |
| thread stack | 196608 |

PR — N RGHOER I IRE LU T R G P IR AR IR A

mysql> show status like ’connections’ ;

| Variable name | Value |

| Connections | 127 \

mysql> show status like *%thread% ;

| Variable name | Value |

|0 |
| Slow launch threads |0 \
| Threads cached | 4 \

| Delayed insert threads



| Threads connected |7 \
| Threads created |11 \

| Threads running 1 \

N B S, RATATLIEH, RGWE T Thread Cache i 2 K987 32 NNk, AN ER
SRR ], RG I 192KB [ W AFHERR T4 fth . R G0 8 BRI 218 - o (R34 127 IR, L6
T LD AMERGR, AT 7 BRGNP RS, 7 AERRAS R KA —A
JEactive IR, WU A — AN IEELIE ot A KGR . Mi7E Thread Cache it 43k Cache T
4 ANEFRERE

WL RGBT APIRES I M, BATATLARIL, thread cache size [NXECLLE T, HELIT
KFRGWTFTE . FrLAIRATAT LU 498 /> thread cache size (W &, ELUIBEE A 8 i 16. R
Connections Al Threads created IX AN RGUVIRASME, T vl LU R 48007 1 1% F21E #2117 Thread
Cache firh#, /2l Thread Cache ythFAFIERL AR IXE S RGEWUN SIEB R BN ILE, W
T:

Threads Cache Hit = (Connections — Threads created) / Connections * 100%

AT B AE H A KX — N B3RS Thread Cache fiyH1#: Thread Cache Hit
= (127 - 12) / 127 * 100% = 90. 55%

ROk, BRSO IBAT BINIZ G, AN Thread Cache i3 NAZ IR FFAE 90% /24 $E 2 T
AL RA SRR . PTLUE H ERIFAGE T Thread Cache iyt B3R BEACKE S IEH 1)

Table Cache #HIRHILAL

PATIRAE —F MySQL T TR IR . 1T 2 LRI SEIUNLH], O TR e s PERE, 1E
MySQL HRAREANERE ARSI AT IT A O ifs ZERR I SO AT, AN I I 5 DT (KR (1 SOk
FEIIPLERSEHL . 2R, A0 TSR A 5 1T Re A AR AR BT 50, I My ISAM 3%, f— % ke
FESTITAEAT > My TSAM R (R8s SO RG 24T 0T — A SCPH g AT, (HIn AR R 51300, WAy LA AN Eefe
R R ARG IHE T . 3T Tnnodb (A7 S 18, WERIATVE I I R R A Kt
2PN ZAT IR SRR AT S LE A, i A SR FRA TG ) A s s 1)y ORAA At Kt IR, e
TAHAHEREIE B SO L, WIRIRE AT TR 2 RSO IR T o B 1 8080 P8 (1 58 R ol R 5 14T T
LAAR, i SO DA tho i A ISR AT, [R5 IR GE R open_files limit FRIBEE FRAN,

T ST TSR E T AU, MySQL {ERZESE T Table Cache KL, AT
A8 Thread Cache HLEIA 2L, EUERE Cache FTFFIFTA R SCHEIRIARE, ST BRI
AN P AT G P RO A S BSOS )7 R B AT X S
A TR I ARG, 1A — Table Cache AR REEZ BRI L.

£ MySQL H AT 13l ) table cache (M MySQL5. 1. 3 JFUREk table open cache) , RiIXERGEH N
AT Cache MIFT HR AR IR FF IO E = . 81 MySQL & 7 M 48, AT 'E table cache K/NHHY
{5 V%1l ik max_connections ST K, AXWF:



table cache = max connections * N;

Forp NARR A Query AT TR E IR 2 Table 0RE . (HZERA NBRIZFE U H ISR
HERf, AT

B4, max_connections A& ZR 4 A I AT A2 M B KIERAL, (H 2RI A — 2 # 2 active R
AW, Bl BnT RE LA AN D IERAE AL T Sleep IRZS. AL T Sleep AR HIIER LA W] BEFT FFAT ]
Table [¥],

R, ZAN AT Query HAELE I Z ) Table ¥ Query Frl& ¥ Table M IFAE NAIE, B
HIRAVAREZME R 51 SCAF AT I e BAR R T SR AN IE R ZRE L [A]2 ] DAL 24 T R (R R R A5 1)
REE R TFEW . 1M H, WRIK Query RN R UT ) #2825 e AR 1, H AR Feit
2 ARG, A% Query FIPATPTTR 4T I SCHHRER T 2 T, WREE N PRS2 =A%

o, XATVFE A S BETHE H FRAT F) — I 2 T EE T I IR A5 ¥ e KL=, 1 table cache [
BB WA AR I A FRAE K 358, A table cache T 5E ] 2 Cache 1 FF (AR 25 I B 1)
KN, A R 3 2 REREFT TT IR o

8K, b IR e FURFRAS N AR, A nT BEHAS RO, B 1 AU SR 1A A 1 B A
SEA ] LA R R K TR T

AT AN A E table cache H¥ B A 41T RS H FIE H R -

mysql> show variables like ’table cache’;

| Variable name | Value |

| table cache | 512 \

mysql> show status like ’open tables’ ;

| Variable name | Value |

| Open_tables |6 \

EEE R B RAE K E I table cache by 512 4, k&A% MySQL ', Table Cache HA] DL
Cache 512 MNMTIFCAFIIFNIRTT; 410 RGP HTIF IR AU A 6 1.

4 Table Cache it Cache IR FFAEAT AT DL N &S OC IR ? — ok il =24 L P AP I Dl o
I Cache (PR HE O«
a) Table Cache [f]Cache il T, 1M HEAERLRE T EATH EANATETable Cache RS, MySQL
S It 8 R OC PR SE A LA FH T R R 17 5
b)  HIAIAT Flush Table Z5ir-4 I, MySQL 23K H] 247 Table Cache H Cache IR FTAT SCA4
BFF
c) 4 Table Cache # Cache AL table cache ZEk B HIE I % s



Sort Buffer, Join Buffer F1 Read Buffer

76 MySQL 1, Z BT/ 4H I Z Bl Cache Z 4k, A TE Query PAT IR I PIFR Buf fer 235 £t 22 1 4
PRTERE A R
mysql> show variables like *%buffer% ;

| Variable name | Value
| join buffer size | 4190208 |

| sort buffer size | 2097144 |

@® join buffer size: HBIHATH Join /& ALL, index, rang B{# index merge K% & H 1)
Buffer;
SEFR XA Join BERRA Full Joine SEFr 124 Join —ANRESTEE —4 Join Buffer, FTLAYE
Join IR, /M4, Join Buffer BE AL MySQL 5. 1. 23 JRAZ Riffie KA 4GB, {HE M
5. 1. 23 WUATF UG, {EFR T Windows ZAME 64 A7 1°F & ERTLUE H 4BG (PR . R GEERIA L 128KB,

@® sort buffer size: R s BEATHERE (0 B Ak FH 1] Buffer;
Sort Buffer [FIFf 2 X HA Thread [, BTLA4Z2 A Thread [RINBHATHEF IR, REH e B
%/ Sort Buffer. —f%IAITATLAEI 8K Sort Buffer i K/NK4HEm ORDER BY mi# J& GROUP BY
AL HMERE . RGEIAK/NN 2MB, I KPR Join Buffer —#f, 7E MySQL 5. 1. 23 A Z AT K
4GB, M 5. 1. 23 WATFFUS, TEFR T Windows Z 4N 64 frSFEG Frl LU B 4GB [rIBE .

WRNH RGP JoiniBERJHIL, WA A AKLET join buffer size ZEMK/NE, (A2
WER Join WEAIAS AR, AN AT LUE YRR join buffer size B E S| IMB ify, WIRNAEAR
SR LLRE N 2MB. X T sort_buffer size ZHUCkUl, —MitE N 2MB F] AMB 2 [a] o] DL 2 K 2 £
MHMTE R 48R, WRNHRGE T HD TR, WA 78R B IR AR I R, T B
LK sort buffer size M E . FEIXPA Buffer B MK, mFEIEEZNEEAESIC SN
Thread #i<x I H H OO Buffer, MIAZIEAN RGILZN) Buffer, ANEEPA BB IS KM IE 5% RS8N A7
A,

10.5 /&

I ZHCRCE R EAT PERE AL BT REAS A1 R (R ML RE SR T AT REIF A 2 AR 22 NARZ KAL) K
PR, BRARZZ AT B EAAAE M A GBS Ol BATARETERE M UL e 2 FTAEEL DBA fEHdE 4 2k
RIS HOEE L b, TNAZAE RGO AT AR BOIUR W] B D PERE . 488, ABETT NS Bl B
FERLE 5N A R GNEREM M LLBOR,  (HEE S FUR DB A S O



%11 = HAAEL I

NIGERY

A&

MySQL $#R AR AEE 35 A AE T R R MR £E, 1 2 Mk R R LF g, H & 75 ST | B
BRI ERB SRR 2 o B AR5 1A 25 A RRFC, WAREAE € HRIAL . frp s o5 T i 5 | 2
1 H ORI IRt g GATH], IR, 2 — T IA KR SR A2 0] o APtk & PR e it 5|
BATEOS RO, A B R I AR — e A .

11.1 M/l SAMTEfiES| E2HE 4k

FATIHE, My TSAM A7k 5| 85 MySQL S B MAF 12—, BREBARAT IS EL —. X
FRABEE R EM AR5 RGURYL, My TSAM A7 #5158 b T A7 AR REAR I AT ) i 2175 U %€
RERFBASEHE B R o X HATREELL 70 H7 My TSAM 4708 5 1 BERIAH DA, oK - FRER e My TSAM Ak
S EENERE DAL SR o

R AT

My TSAM A7 571 95 1) G A7 St & HORMR 2 AR 122 )% 52 My SQL Kodle 72 (AR 2 HABAF i 51K —FF
I KAFIE e AN G R 5 1 Bl IF AN A7 SEPr MR B BB WA, TR X — TR
T 0S JONISERGGAT . Flh, fESdaFEAAe b AR R MR 2 — “AF AL ” i AR
AP My TSAM A7-6 5 B B PRI S DL R, e e P AEX R 51927 1A L 17

FE TR 5| GeAT S 2T, BATSG KM T & My ISAM A7 515 (102 5 | SEELMLARI L & R 51 S0P
INEERIEI SN



My ISAM A7 5 1 5 (19 2% 7 RIS S 40 THAF T “OMYT” SOy, AN “OMYD” SCPF i SCpE Sk R sz bR
RolBdE.  COMYD” SOk B EAEVU R M B, o RR R state (RERIEANRT|ISCFEEASS
B, base (BEANRGIMMKMER, FERRIIMMBENIE L , keydef (FANRIIME XHEE) F
recinfo (ARG NEKIHIAGEE) o 7E30Mk)G IR A UL LRI BIER T R 5L
Block (Page) Mig/Nffr, B4 block FSAFER—ANREIMEHE, X FZEETHRER I IELLL
PEBEMI H . £E MySQL 1, R3S R 515 1) block #¢#K 4 Index Block, 44 Index Block [f)R/
HA—E A,

76 “.MYL” 1, Index Block MZHZUEASEFr | HE—Mi@4R L, JEARYEE X Er). Eye
b, SeBr b2 Bl File Block B RAFMALMEAE BT . 76 Key Cache "PEEAFIN R 5IMH B LA
“Cache Block” MJENALUFIT), “Cache Block” JZ2AHEIA/NEY, F“MYT” SCAFIBELEfi# ) Block
(File Block) —#f. fE—4 Query B ROl R BB, TSR ERIEAS
(key buffer cache) TEBOCEATEMNRIMELE, WEREA, WS “ MYT” X, HHMPBER
IR Key Cache W AFAE I, AR S B Block JEAXAFIR, #FK M Cache Block. Aid, Hidf
I N FFAAZE LA Index Block FIJECKIEN, TMi/&LLFile Block IJEZKIEZAN . LLFile Block Bk
AZ Key Cache Z J5lf] Cache Block s&fr b2 T File Block 5¢4—#EM. W NEFiR:

EEEEITFIHIEFRFEE (state) Key Cache
EFFWE1-F3 8RREHNE & (base)
FE|BIE SR (keydef)

& Z 5 [TEREHEEE R (recinfo)

1.query i&3 , HiEiE
B% key cache HIE

cache block, B NEE[E] .

2. rEAluEl MY =z

ERE B Bl file bloc k ZF01E

: BRsiiE .

. 3. R LI AR

_______ ; M key cacke 1E
Fcacke blockd.

4. PEIRFEPH key cacke

REIETERE(R] |

Index blocks i

File{Cache) blocks -Tf&

MIRAT “.MYT” XAE iz File Block £l Key Cache A Cache Block B[, #NHRIEA Key Cache
%A 2 Cache Block A] RAMEH UG, K2t MySQL SEBLAY LRU AHIC B8 K2 4% Cache Block
BRI 2, iBBEERG File Block 4 M7 4.



AR HT— T 5 MyISAM R 51 ZAEAH K LN RAESHAIRS S 4L
& key buffer size, BT/

AN ZHIU R BCEFEA MySQL T HIH L Key Cache K/ho — ki, WRIATH MySQL ZizfT
R 32 R PEa b, I EEBUAEE T 2GB K/ WAIZIS AT 64 A1 5 48 AR % 8 b BRI, {5
Wil A 4GB,

@ key buffer block size, &5|ZAFH ] Cache Block Size;
FEREAIC LN AT, 1F Key Cache F 1 BT A Hids 45 )& LA Cache Block M AFAE, 1M
key buffer block size il i& ¥ & £ Cache Block M) K/, SZBr b0 [F W PR & T B A1k
“MYL” SCAEHT) Index Block #¢EEAMIME] File Block R/,

@ key cache division limit, LRU#E3RHf#] Hot Area fl Warm Area 73 F+{H;

SRR b, fEMySQL [ Key Cache " BT A FH 1) LRU S92 AMGAL S8 5032 —FEAUAU &3l i 7 i At
R K dp Jei Ui 1) I ) ORI 3o — /N — [P R SO, 1y AR o e TR 4o 3820 FH R AT LA
F LA A E [ Hot Cacke Lock (Hot Chain) , #iA Hot Area, Jj4b—3B4 W F R A7 A FH
ANFERINE ] Warm Cache Block (Warm Chain) , #h Warm Area. IXFEAMHH I EEEZEH
T ORI FH LRSI Cache Block SEAZE Gttt o 1) key cache division limit Z%|
HJFEMySQL Z ] %1l 43 2/ Cache ChainXll4r M Hot ChainflWarm Chain PAEEZy, ZEU{EH A Warm
Chain (734> Chain M H - LU . BEVEH 1~100, REBIAH 100, k2 AT Warm Chains,

€ key cache age threshold, #ifi] Cache Block M Hot Area [&F| Warm Area PR 1E;
key cache age thresholdZ#d& i Hot Area H ] Cache Block i iZ#% B2 2 Warm Area H.
REEIMEA 300, H/NATDLRE N 100, BN, #BRZ I aT B Mo,

WL ES BN SHRCE, FRATEEA BRI U5 My TSAM BEARARAL 1) 70 %6 1K) A o AH A& anel ()45 PR
BXESHHNAZ—MEBE SR . JUH A key cache division limit 1 key cache age threshold
KW G EAETH

X T key buffer size W EIRANT— M T ZLH T = MEWKRITE, H—DMRAZARIIPLS KN, B
TAERG T HYEENAE, AR RGCUHTH Key Cache drtf . X F— A8 MR IFLR 48
RYTE, ATREH T8 ST LS BTG R EE 2 Ah,  SLAR I A B A LA IR I, B = R 5
WA 48R, AT LLGE T MySQL B 7 T 25 Hh i — N oE 5 ORISR A 55— R AT R Ge ke ki & 5|
KA, AT R ZERE A S MR 5], ARG SR E R R R, DU T A7
PaE, AT

Key Size = key number * (key length+4)/0.67

Max key buffer size < Max RAM — QCache Usage - Threads Usage — System Usage

Threads Usage = max _connections  * (sort buffer size +  join buffer size +

read buffer size + read rnd buffer size + thread stack)

AR, FIEPNEREAE M S, FAIIFATTENS key_buffer size BE 2l LUK MR SR T
IR, XIR A BT 2 Key Cache [y P REHORTT 7o NRIFANFRE — FRGEP LRI Key



Cache AR TEREIRS S B4

&

Key blocks not flushed, L4851 EfHIE R RHT $#R44E ) Dirty Cache Block;

Key blocks unused, HTRiAW#FH I Cache Block i H ;

Key blocks used, CVZA§H T 1Y Cache Block #(H;

Key read requests, Cache Block #iiFsRiSzHN [ B IR HL

Key_reads, 7& Cache Block 1 4RAN 2T L HU) Key {5 B G 2 “MYT” ST Sz L
Key write requests, Cache Block #¢ifRIEEQ IV B REL;

Key writes, 7ECache Block F1#ANFITHEAE MM Key {5 BUF 2 “MYT” SCHFA S N FHE SR
s

L 2R 2R 2B 2% 2% 2% 4

T L 4R A SO MySQL 77 SCRAFT A Bl VR ORI, T BL T LB A B . 45
M0 RGE L2 5, Fell AT LU TR A 2 5 R (0 B RS 4 010 Key Cache {7 102640
BRI REAR S

Key buffer UsageRatio = (I — Key blocks used/(Key blocks used + Key blocks unused)) *
100%

Key Buffer Read HitRatio = (1 — Key reads/Key read requests) * 100%
Key Buffer Write HitRatio = (1 — Key writes/Key Write requests) * 100%

W Ei X = A B R o, v DU TS R B AT AT Key Cache W& & & H, JUH 2
Key Buffer Read HitRatio £ %t F1 Key buffer UsageRatio X B 4~ kb & . — ff K ¥
Key buffer UsageRatio NiZAE 99%LL L FEA 100%, i RZfd A%, WUiiHIAT key buffer size W&
MR, MySQL ARAAE FHASE . Key Buffer Read HitRatio tHNi%)JL I BEM . U1 RAZMEAT, WIRA H]
e & AT key buffer size ¥ & & /N, #F & X484 N key buffer size {H, 4 7] g &
key cache age thresholdflkey cache division limitfJi%x & A2, il Key Cache cache KRR,
— MR, ESEbR N T, IR F N%E key cache age threshold fll key cache division limit
WA, KA H RGMERE.

% Key Cache [P H

M MySQLA4. 1. 1 RASTFAR, My ISAM G SCFF 2> Key Cache JFAFIIIM T fE . e i AR ARSI A
[R5 2 W E 2 A Key Cache T, 4R H AR AT HIEAA S B IR TN —A> Key Cache H1LA
Bij 1EAE A3 Key Cache Hgiaig b b 25, i IS8 I AN R AR 1T HL ] B8 45 22 4 S BT 1) Key TN 3 4h—
AN Key Cache 1o JXFEl ol LUk G th B0 S 2637 550 T K21 Key #32\ Key Cache [, K28 Key
Cache ¥ [H] ] AR Ay vh 2611 5 1) Key RS APH B th 25

MySQL ‘B 7 s IAE LU AT I R L — T Lk B — > Key Cache:

—/Hot Cache i FH 20% %) /N FHRAF B AE 390 % H S B R DI R 2R 51
—A> Cold Cache 1 F 20%(1) /N KA TBCHE B RSN E MR R 515

—> Warm Cache {1 N 1) 60%F (7], 1EAREA RGN Key Cache;

2 Key Cache [ EARMEHI T iAE MySQL B 7 T-M AT LUACPRAN I 21, XA IR T, A%



(R i AT BL B AT &S

Key Cache [t Mutex [q] i

MySQL &R 51 A7 & T A R L Z A RS Ar, {2 AR A I A SR —A Cache Block HIHH FFA
SATATAT ), AFANE R T LRI 2% Cache Block. {HJE 454 Cache Block IEAEM— M kfe
BB A, WZZ R &l mutex B2 1% Cache Block LUk ZIAS R /F HAh 265 7T [A] B 5B Bk
B PTUAES IR R IRAEE T, Wi Key Cache K/NANIE 78 i S AR H 48 5 A2y Cache Block 1) Mutex
v e ™ PRI PE BB o 1T LA H AT I 2ORAT I MySQL WA, Mutex FRIAR BEATL AR A5 — 5 1) 1)
L AEE B IRATI Active R FEE R RO E — 2o, iAER K S BB Cache Block [ Mutex [n) i, H
A NKUETERE R EE Y Bug (#31551) 45 T MySQL AB.

Key Cache i inzk

EMYSQL 1, T ik RGWIA 5h2 5 A2 TPk Cache F AT AT Hiedhs 1t B0 s IsF 1) 60 47 2805 wde i
S N AN B I IR ) . MySQL #2417 Key Cache TRUINZLINAE, AT LAE IS AH G Ay 4 (LOAD INDEX INTO
CACHE tb name list ...) , WfgwRIMITA R IH AR A AEd, it HE ny DL AH O S Hos il e &
H Load R4S SRR AT pI8 2 001 250430 Load MEK, 21k Key Cache AR FIE.,

X IX A B JE LRI B HRAE, ATLARI MySQL (9 init_file ZHCRICEMKKIMmS, WIF:
mysql@sky:~$ cat /usr/local/mysql/etc/init. sql

SET GLOBAL hot cache. key buffer size=16777216

SET GLOBAL cold cache. key buffer size=16777216

CACHE INDEX example. top message in hot cache

CACHE INDEX example.event in cold cache

LOAD INDEX INTO CACHE example. top message, example. event IGNORE LEAVES

LOAD INDEX INTO CACHE example.user IGNORE LEAVES, exmple. groups

XHEIRMK init file PESCHE T Key Cache (hot cache Fll cold cache) #24 16M, 4XJ)5 %5
¥ top_message XMEFNRDMER IR S| Cache £ Hot Cache, FFFf event iIXAMLFIEH S E MR I RT
Cache £ 7 Cold Cache ¥, /o ffiid LOAD INDEX INTO CACHE fx4iln#k T top message, groups iX
PANRITA RS ITA 1 M LLK event Al user XK R 5| FIAEM 117 i Zdis 2] Key Cache "1, LA
RYE A )W Y e

NULL {E X 45 B 50

BARHS AL ] B-Tree K51, {H&E MyISAM &5 H Oracle R5|KALEE 7 AN —HE, MyISAM [R5
FESCsRAE A NULL [ 5I45 B, RN T NULL (B3R 5 18 by FH s R 2. FrbL,  NULL B Ab 3 5 5K
A RE 2 H2 M 2] MySQL [ Z LA 28 6 AT THRITRIERE . B LA MySQL st FAT1HE 41 T myisam stats method
EASEALBATAT L AAT W %R 51 1 NULL B 43 75 0.

myisam_stats method ZEMAE A w2 ik FAT 145 U My ISAM fEWEE G vHE B i, &\ ks NULL
B2 S [A)E AE A BEAS NULL AR AN K A 58 A AFHAE AR, FrCAE T % E (E A nulls unequal F

nulls equal,

BIRATE E myisam stats method = nulls unequal, MyISAM 7E38£E 45 +H(5 B 10 ik <A b /A
NULL {H#SANE], W3 FZ FE IR 511 Cardinal ity gies ok, g2 Ui MyISAM £:1A 24 DISTINCT {H %k



BEZ, XA AL A AL FE Query (1) INHEEAE 2R 51 (R8T 1) 14 5 e o

T4 FAT 1% E myisam stats method = nulls equal 2 J&, MyISAM 3845 vH{E B I IHE 25\ ok &F
AN NULL H B —FER, IXFE Cardinality BUES K, ALZRIEFESAT VR IR BT %R 51 i)
P& &

R, LT BT AR S AT A SR AR IR, 1 HL NULL AR Ee R IE 0 R, Wi 34T
NULL A S SRR D, A IRA T2 nulls unequal it&nulls equal, SR ESEFEHAT RIS
FEARMEZNE

KA

75 MySQL FP A7 PR A1 R ST 22 P X, —Ff& Sequential Scan J7a0 (An43&d4i) HA4iREE
(PIHERE, 75— B2 7E Random Scan (U@ 25 4945 MR . BRI A SO G X I
AN My ISAMAFAE 5 VB BTRFA 1), (R BT My ISAM AZ #5389 A 2% Cache ##ls (CMYD) SCA,  BRJON s
SCPE U ) #5 EE H SCAE R G AH S A R TSR BE S A BT EA, RIS S 1
B (1) PN A7 22 X1 188 B o 5 ST AU 1) IR PE BB AR R T o 6 MySQL FF 5% I 5 A 9% o X TRIAH DK
ZHUT

@ read buffer size, DL Sequential Scan JyxUH3Hi2e Hd B A# H /Y] Buffer;
£~ Thread #F4T Sequential Scan [JINMiE#S<s /™ 4% Buffer, Jr LR 3 & RS EAEK
fe, G DR T RO R N AEANE o RGBT 128KB, $5 K8 26B, W L IUE 4KB )
58, W RS2 B 2T U8/ T3 B 5K 4KB (455
— Mk ul, P PLSRRE Y IR KIS AR 2R R G AR I RE . EAFRE G BT REs
BRI, X FEEE 0S WAl ST R G 10 KA R BT LIZS BN ¥ B d5 U A (E B SRS
bt I 2 O A R, A e B AN R AR

@ read rnd buffer size, #4T Random Scan FJEHEAE H ) Buffer;
read rnd buffer size FT ¥ & [f) Buffer SZPx L NIUFF1 read buffer size FT¥ &[] Buffer A
Ko NP RHEAE A, — AR BEHLS Il o (ER P R R 0 T 2R RE (1 i
FEAFEER ] BE = AP FE Buf fer HHIFMEAT—. read rnd buffer_ size MIERINE 256KB, fHA
fH4 4G,
—fK Ui, read rnd buffer size fHIE MK, XJ4¢m ORDER BY #AEMIPEREA — MR .

KA B P X R 1, AR T B R A B — A (B WA RGP RE
KANIGEHIX, P LAAE B LI A SR IR AN ZEE T3, 1y 2RI AR 4 n] B ) s KT A
ARG AT RN, TR K BB

FERAAL
CEEW T, My ISAM A76if 5 381 R B AR ), iy ELYERE AR R 1. iy LS5 58
Key Cache RZZAFR 5L AN RAITE, FRATLR LU Query Cache LK HEZZ AT Query 45 H 4.

fHE, T MyISAM f7filr 5 B R EBUENLE], LGRS B RE M@, HIFR SRk —EHe ik
NS 8. — R, FATREM ) = 2t A LU LA T -

1. 477 concurrent insert (IIhfE, #&m INSERT $#:/E A0 SELECT Z [Al ) 3F R AGEE, ff & KAl s

iTo REIMEDL T concurrent insert EHHP R E N 1, AR P BAMIBRICKE TSR35 A I

8 0] LAAE AR HATIIAN o X LS My ISAM BRI E . W IR R L ZLIE 0 32, o



K INSERT (I . 4 T AT REHE iy INSERT MR, Al Ta] LUKF concurrent insert W& A
2, WAREVF MyISAM, AEERPETHMERATE N R0, MRS I RGN,
INSERT F11 SELECT fig % H AT

2. TS ABERRD, REIERRE NEAERSRESAR TRV 5E 8, LA 1k [a] i F2 R B ZE B 1
3. AR B RCR R M B AN . A TSR RELRE N, AT LIS X A AN S L Se g
il B NERAERL S TR E AL e 4 .

ST AR GBE 765 KDL, BRT concurrent insert XA FLEBURF IR IR 2 Ah, AT DAL
A LHABERHATINS . PrOUEMR Bifngy T = md il AR Ja P A R BRI, AN IR
IER SRR A

oAt T LARAL 7

B T AT AT K LA T Z A, My TSAM SKfr E3e A7 e e fb— 28 m] DL Ry A 2255 F
ATy

1. 3@ OPTIMIZE fir4 S HEHE My ISAM 2 1K SCAF o X EAGTRATTAEFH Windows $4F RGe4 it —BEmT ]
JE A S IR Py MR, LR RS A SO SRR S 25 ), 8 SRR W o My ISAM. 75
it OPTIMIZE D ph 38 B ) A%, 3 52t A2 DR Ay o MM A T S 3 PR O AR 2 T B, e S
SESEAE e —RORUE, ERR T K I SR I B 1 2 J5 45 T B OPTIMIZE #4E . 1 FLAF
AN N %45 — IR OPTIMIZE [R4E He At o

2. WH myisam max [extra] sort file size /&M% K, X} REPAIR TABLE HIR{E A] BE<H KKk
=3

3. fEHhAT CREATE INDEX m# REPAIR TABLE %575 B KA HE P AE 1) 2 Bl LLE L R 4£ session 2%
A myisam sort buffer size ZHUE KHE mH FHRAEMIRE .

4. JHILFTIF delay key write Zhfig, /b 10 [F2DIHEAE, S APERE.

5. B M% bulk insert buffer size &7 INSERT. .. SELECT. .. X#EM bulk insert #ERIEE

{AYE#E, LOAD DATA INFILE...PEREtR il IS RIEaE . R, iR EWSEINRE, AN Z 1k
MR, R 22 I gk I8 18 SR AR ity S 11T 25 52 R G0 3R PERE, HR3w R Re e WK E 1T, 1M
ANBEAUAN R e — ANl — A

11.2 Innodb 7Ffi&SIE41L

Innodb £7fifi 5 | BEAN My TSAM A0 51 Bt KX 2 DU AT, 20— mORGAEHL, 55— R 3055 308,
B BUE I, Ba— AU B A T S 2 e AERAYERER LT T, Tnnodb AT My TSAM P47
fili | BEAEANRI 355 B 225 LEBOR, 2 B Rt 1 DR O i DY A 32 B2 DO B ity o BI0E AR R AL
WEATCLAE “MySQL R EBUENLH” — BRI 20 77, BrBL, ARH556 T Tnnodb £76ik 51 240
AT, B M ILAL =TT T ETT



11.2.1 Innodb ZFEAH =44k

TEVRFENS T B AR, GeAr BRI BT i Bl R VR RE M OGO, W B (K 1) 3 P K
A2 5 AR RV ) K AN & — MR o W A HOR TG IR R L Bl 2 5 J7 T al LR KR
e SR P AEAR L RE

Innodb buffer pool size HI&FXE

Innodb £7 ik 5 | B 2 AFHLTIAN My TSAM [ f5 K X HEAE T Tnnodb AMUNGRAFR T, R 2 22 A7 5)
PRt . Prek, e AARIE M EERE P, AEH Innodb £74if 5 | ) LU H S 22 1) A A7 R G2 A7 2040 PEAH R IR A%
B HIRTTIEE B L B AT o O T AEBAE XA WA A ANBT AR I A, JEBE R MRS T
INERE

innodb buffer pool size Z#{H K% E Innodb % K] Buf fer (Innodb Buffer Pool) {1k,
WA R R 1 B ) i B A A% 0], W Innodb #AAPERE Lt . JEi8 42 MySQL ‘B 7 Tt
Wt M2 FARZ N 532 1) Innodb AR,  #BHHFLH 80K Innodb [f) Buffer Pool ¥ E AN R4
YV NAEI 50% ~ 80% ZIH). UnibiRZpes HIEREW, A NG LA 2 A,

ANERZ ATHISE, #A RS LRI s AT IR SR . e MFRBE, ARSI
R FEMZEIR K. UM Tnnodb [ Buffer Pool BRI E 2 KIXAEORE, A TH LT 2 ME 2
G EHGEAE A SEOE MySQL AR5 ? MySQL iy ZHR LI M JSEREUE 2 /b7 MySQL 2173847 My TSAM
A S B SRR S5 7 WA, JLAbAE it 5 | BE BT 5 ZAE T ) Cache 7 22 K7

¥ — 6 B MySQL AT 0L, WBL AR ECR/N A 8G, MySQL s KIERAA 500, [ i ]
T MyISAM AFGEG 1, XN FATHI AR I AEZ A0 3 Be e ?
WAFII B AR JLRER >
a)  ARGMEH], BB 800M;
b) LRI, 25 2GB = 500 * (IMB + IMB + IMB + 512KB + 512KB), 4l Mt F:
sort buffer size: 1MB
join_buffer size: 1MB
read buffer size: IMB
read rnd buffer size: 512KB
thread statck: 512KB

¢) MyISAM Key Cache, B Mt 1. 5GB;
d) Innodb Buffer Pool & Kn[Fi#&: 8GB — 800MB - 2GB - 1.5GB = 3. 7GB;

EBEXAN IR BATIEAZ I 50%~80% KR BOKBLE, fie/MEAE 4GB, il i A5,  soKml A
£ 3. TGB ZiAi, MAARTTREAE RS BN e MR 2 W AFZE A2 HH DA BR TS DL R IR, AR SR AT gt
S NAEA LM T o i H B R T — S I W AF ORIy, nRat—b 4k, R
FTRERT I A2 T 2D



F R AR R BT, SEERE OO XA, XA ERE T, ERE L
SRR, TOHAZRER, e TR el REHBLA TS DL, AR A FREE AN ORIE 21 H
CHTREMEE R E . SR NS, EAME EL2 ], RS REU R S) S B B 5
o FEEZ R, AR S PR DURSCER 21 1025 Fh Ik BE S 2EA T B R A T 48

URG L&, BT LRI Innodb £ 5 B LA AT OC T Buffer Pool [SEIN RS EAE
WEE—2 a0, Ko ZSH Innodb ¥ Buffer Pool i % &2 75 1E i 3K
sky@localhost : example 08:47:54> show status like ’Innodb buffer pool %’ ;

Variable name | Value |

|

| Innodb buffer pool pages data | 70 \
| Innodb buffer pool pages dirty |0 \
| Innodb buffer pool pages flushed | 0 \
| Innodb buffer pool pages free | 1978 |
| Innodb buffer pool pages latched | 0 \
| Innodb buffer pool pages misc |0 \
| Innodb buffer pool pages total | 2048 |
| Innodb buffer pool read ahead rnd | 1

| Innodb buffer pool read ahead seq | 0 \
| Innodb buffer pool read requests | 329 \
| Innodb buffer pool reads | 19 \
| Innodb buffer pool wait free |0 \
| Innodb buffer pool write requests | 0 \

M ETFERRATT LE 3L 2048 pages, B 1978 & Free IRANIMXAL R 70 ™ page G4,
read 153K 329 I, HA G 19 RPTIERINEIEAE buffer pool H&A, WSV 19 SO S B
WL AR ECEE 1), TR S Wt #3 T Innodb Buffer Pool ff) Read iy KHEE K. (329 - 19)
/ 329 % 100% = 94. 22%.

MR, I B s, RATER LA AT write R, RIS EIR AT 20K
read_ahead rnd, Z/DIX read ahead seq, &KAEIFZ /DK latch, Z/DIREEA Buffer 2% [0 /NS 1My 7~
4 wait free %545,

FNX Bk, BATTBE M Buffer Pool iibK, fUNAEH 70 / 2048 * 100% = 3. 4%.

7t Innodb Buffer Pool 1, AT —ANAEH B EMIMES, MM “Fiiie” o —MBokil, et 2
TS Al bAoA, ke vt 2 8 I 2 B B 1 SR IR SR 1 B HH P A SR S TR
Pz Janl e ak g R EdE . W% A AW G, A7E6E S 1T BER S — VORI SR 15 B
Je A BETE SR N —A (B3 LAY Hds e — Az, DO i axopp oy Xk b g B 10 g iy 10
PERE. 7E EIAH RPIRES SE T iAW T L :

Innodb buffer pool read ahead rnd, c.=BFEATBEALEL 5= A BT IR L

Innodb buffer pool read ahead seq, Tr\=Ri%ESEEE I Bg P2 A R PSR B



innodb log buffer size Z¥IFfii

Jiis S, XANSEO S KR E Innodb [#) Log Buffer K/MP), RAEERIMEN IMB. Log Buffer
BRI 2201 Log 28, $2/m1S Log I 10 PhEE. — MR, WRAIRIIRGA LS 3R H 2L
KEFHFHZHTE, SMB LN IR/t sE 22 T .

AT LUl REGURES TS TERE S VB K 3BT Log Mg FH S -

sky@localhost : example 10:11:05> show status like ’innodb log% ;

| Variable name | Value |

|0 |
| Innodb log write requests | 6 \
| 2

| Innodb log waits

| Innodb log writes

X = ARG SHIA T AR R 1 £ Log Buffer ISFRFIREAEEREIRES

8K, WERSEA M Log Buffer ARG KU, HAR KL/ b 20 10, (H2HT Log A5 2
H T AR B 2 A e AR, 1T Log A Buf fer I RERE (1R300 2 R I Edhs 24— B S 4 HEAR G,
I HABAAHK S ECKkSE S (innodb_flush log at trx commit) , FTLAXT Log AHICHK SEVH:AH 1) S ILHL
HIARALAE ST “ S5O0 TP FCE A I AT, XU A BT T .

innodb additional mem pool size Z=%HH f#

innodb_additional mem pool size BT ¥ & & FTA7K Innodb [ #LAE RN H A — L6 Py 5 &5 1) By
it LN A S P EARATTEY Innodb K2, Pl 2278 18] B AR MAOR, RGERAMAINAT IMB. 24
SR, R Innodb SERFRIZATIE R B T S8 Brfs B0 A7 L v BB TR IS %, Innodb 434k 4L/ 1S 0S
K HIE AR, I HASTE MySQL [RS8 H & b s — 20 AH M R 45 5 Bk B AT 1 nise .

MR ALK KE, —DHAJLE D Innodb 21 MySQL, WHRA RN KH L A7 B
i, 20MB AfECARW T R, WAARE LW ZMNTE, 584 n] ARSIl RIXAMEM S . s |,
innodb additional mem pool size ZXHUNT RGUHEAARNERETF I AKBIFEM, P LA BEREA7 T80T 2 1) 24 Rl
Al BEE I SR TR I AR AR KR, FUR IR AT

Double Write Buffer

Double Write Buffer s& Innodb BT FH [ — R A AR SO/ Flush SEIUEAR, 2 &0 T
T el SR OB v TO PEREIIS UL T, $em RS0 Crash BUE WAl oL N Bs 10 22 4k, B 5 N K
AR,

— R, Tnnodb FEREEE [H) D BB SCAFREATFE AL 0T, B R R R A G AT



R RGO FIAAAE R, LR RATFRZ A Double Write Buffer [fIdh /5, AR5 Rt it
TR . BTLASEZ I, Double Write Buffer FPal /A7 17— 43 5 B W) 20 1) SO h 50 1 — AN 440
DMELEE S| RS Crash B3 ALK I IHE, BEMARIS I fa— IR CSCHF RID S HER I 5E R T, WA 5e
G, DU RT DR I XA 2 R 4R S 5E i T AE, R UEEGE M E e .

HIXFE Innodb ASFE S — 3G T HE4R 10 7 T 2 IXFEA L T RES M R MPERE A 2 EAEEAH
AXFHL, I Double Write Buffer f&—HUELMMiAL 20, Fifi5 ADouble Write Buffer [H#AE#E
LI 5 NERE, AR FEAH LG, 33X 5 T0 W REIT 5 A L AT /N . S T AR B I e
PE, IR R BRI R S A LA I

SERR F, HEASERTE 3 58 T EAE F Double Write IXFEMINLHIRARIEZ IS (1 24 vERAYE, iy
P ML FELCR R S R W%, WILE Solaris P& FAER F A M ZFS U RS, Ahst o] BLH CORIESC
BB ARV, 1 HAAEFKNIF Slave g, tRE]PAZEH] Double Write ML

Adaptive Hash Index

7t Innodb 1, SEILT —AN A RN A-R R TR E SLIALE], AR5 IS — RPN ER A e R
fFAE—/> Hash Index JEB/ESX R IR RMERENGE . W Innodb A A AT LLE I Hash Index SRHE A
T, M SEATE SN ETHA B-Tree R 5[ Hash Index, 1fif HEsHR#E % B-Tree 5|11
A EAT IR, X ATH LN Adaptive Hash Index. 44K, Innodb JFA—E & 3A B-Tree K5l
SEA R A Hash Index, AJ BEAVAY FUREUT % B-Tree B 515 — & KB I RTZE K M3 Hash Index.

Adaptive Hash Index HANSHEAT FE AMAT BAEREEL LIl AXANAFAE T Buffer Pool H. JITLA, fEfF
R MySQL W 82 )5 2 3FANEAE Adaptive Hash Index ff), HAG7EAE TS 2 )G, Innodb A <ARIEAH N
(P SRR A

Adaptive Hash Index [f HKIEAE N T EGERES: 10 TERE, &4 THE5 Buffer Pool " IK%dE
HIUT R 80%, BB R 5 — AU 2 45 Buffer Pool " HEHEMIIZS]. FTLL, Innodb £ HA KA E NI
(A LA E K Buffer Pool) MIENL L, X FIHARAAMED KU, SRR

11.2.2 FHEHAMK

Innodb £7fif 5| 8 /2 MySQL /AT KISZRF S5 KA 513 2 —, IXARZ FLSC H AT MySQL PR A A
B A AN R A o IR 55 B A SEBLAS B R T B AR KR M A AT BB, T
HANR RG2S 200 i Fe Bt AN —FF, PERERIIB S AR . FrLABAT]

EARBATAM T f##— & Innodb P& Mg 55 4. il Innodb MZ% T, BA11521
Innodb 7355 K& 1 SO0 7 T SCFF S S0 T
1. READ UNCOMMITTED



WHNCA Dirty Reads (AEBE) , AT PAUGE 45 LA EARKE B0 e RS Ue i
SELECT P ATAERA1E 21 B vT BE A 2 vy A kS I 1) 5 i B, DRI e XA R S B R 2 R
Consistent Reads (—&(Mi) ;

2. READ COMMITTED

XA B B YONAT LR Oracle HAREBINMIBG B Y. & THAIZONIRES, Wil
SELECT ... FOR UPDATE A1 SELECT ... LOCK IN SHARE MODE K47 (35 SRAU B R 5 1ic 5%, 1M
ANB e Z BT IATATBE, DRI SS VR AR e S 5 E A A BE . 4%, X5 Tnnodb (82 SEELHL
A G WERIRAT Query nT LURAHER 1l I 28 5 | e A B 75 228w (s, AU R 228 e AHOC
MZRGIET, AT EBE RS Z A HLREA T Query it 225 R I I ik Joykim i
RO\ WER A B F5 2B il sk, B R — MR THN AW, InnoDB HLAAIKE next-key B
gap locks PHZEH & H 4G E N 2 i\ . Consistent Reads MISZIINLHIE Oracle FEAZE
Bh: #F—> Consistent Read, FLZZF—NHEHH), HWEIAENE A KB,

PR FH T, ASHIDirty Read, {HJEn#gH I Non-Repeatable Reads (ANHJ H & 1)
F1 Phantom Reads (£JiZ) .

3. REPEATABLE READ

REPEATABLE READ K254 0)/2& InnoDB ERIAII 25K 254%. SELECT ... FOR UPDATE, SELECT

. LOCK IN SHARE MODE, UPDATE, A1 DELETE , IX%&DIME—2f48RME—RGI1, HBUE ke
MG, MABUE ARG ZATHIEIBR . 5 WX LR AT next—key B, L next—key #
gap locks BUEHKEIM R VEMH, FHHZELEH - HEEAN . £ Consistent Reads 1, Hiij—
MEEFAM X E—ANEERNEN: X9, [F—FH5HPAM Consistent Reads HJEZHUEE
— U CUAff o PR o IS 2 B W R AE R — 5 45 b & LA e X (plain) (1) SELECTs
, JX4& SELECT MJAHE R FR 2 2.

{E REPEATABLE READ B4 F, A4 HiIiDirty Reads, AL HiBL Non-Repeatable Reads,
{HIEATISRA7AE Phantom Reads ¥ 7] HETE

4. SERIALIZABLE

SERTALIZABLE & G & bt < 55 B s SO0 b i e ima 260 - 1R SERTALTZABLE i 5 48 2.
Jii s ARG AT I A i G 20 e 3102 S5 55 R B 20 PPIRAS, AR e A %A HAh i 45 2
B T RS BIE IR RAS . BTLA, SERTALIZABLE 458 E5205) N, Phantom Reads AN L,

DAL= DU b = 4% e 5 209 92 BBt & ANST/ TS0 SQLO2 ki B s SCII VU R B 4% 5, Tnnodb 4 3B#8 A Tk,
TISEILT o ST @ gt N R UL, A T RUAT RECRUE B 16— 80k, 8 S & T B8y SR I 2ol A — 2l
B, RS IR B T . B, 4T Innodb A,  FTAE 002 45 B B8 S )b, Sl 2R
HAREh s, Tl B H s A 2, Bt RE =,

PrEL, BATH E 00 B N RS, ] IR IR R 55 W B g0 . DI SRUE R 2242
— SRR [ N IA B O PR RE

HAR Tnnodb 745 | BRI 195555 I 25 2 53] 2 REPEATABLE READ, {HSEZFR b AEFRATI RS 2 il N 3 55
T, #FH % READ COMMITED (12545 b 25 4 it vl LW 2 753Kk T o

F55 5 10 R AR KA



BRI NHIGAE, Tnnodb £ 51 ML ZEAFHIA, R B AR G| A7 BN A7, XA
PEE A 5 225 | BRIl o] LU g8 D) BE 10 SR PE R . IR TRAME 5ot (i Tnnodb 2 dn ey 4k
BLIWE, 2 A5 e S I K Tnnodb EANZ G BATH N IR G 247 —HF, e dr I 8o i)
(IR, 5 BE ] 2 2R B (R R R At R G 2

AREIR 2 N AT I i IEANSE ) o SEFR b, Innodb 716 SOAICH (¥ I [ Rt U2 48 24 Buf fer
Pool H{tdhs, JFARAE A HEIZII MR Buf ferPool FRARAE U St (720 RIMEAE, T2 ilnd 7
Hh— PSR SRS B P AR SR I T B BB 2 EAD s BN (455 H S

A AAE RN Buffer Pool MBI Bt B F 2D BB AL, AT ik — 055 LB, X
ARSI TR TO R T A7 21, X TREWBARIORINE, WSS Amn. E2, X TR%EM
HEARPEREAAT IR KB o

XPLIRA T B ARG TR B PSS B RIBENL S o R R, A R
SRS HH WU (10 5 N FESE AL, TR R S WA S, B 5 ZER I 4 B IR 58 BB S A&
B, WG N T IFAES Y EALE . X TRAER Y, 5 NS N7 B 5 K L Al 2 bk B )
TUEBIAEAR D, AR A T T B e SN TR R RSk 1 ke BT, FEREEE A, ST S A LUb
HINPREE S (RINER=ES TR (e

FATHI R BB i) Buffer Pool W A ARARBEHL, A5 et — A sl DA LA Mot
U, 2 AU A SO AR D 28 WERBA IR A Sl JE #0RE Buffer Pool (R85t Rl 20 2G4 »
IR 2t — EL ISR A BB B A . 1055 HUSAE B 2 W92 Hs RE LI B ), 1
HAERR G ANHGE R A0 H S BHRr 0E s 5, A BRGNP S AR prel, HE
M NEARIE L [F]2P Buffer Pool Hhgf el i) Kcdis 22 AR

2R, TS S EGE R LA B SRR TN, 0 AR H SO RN e, B2
(K H SR AT IH H SRR A0 H S S 1INk BTEL, Buffer Pool W KK i 2 AN vl 8k S 1) 7 ZE R
BRI EEAT R AL, T HXAN R ARSI E L AE IR H SRR H S fh 2 AT e . AL, BEEH
SUBTIOEE (Dirty Buffer) UMY, & ZERUHT 0K S RESE OB, Fr g LRI 5 S
2, B, 10 PERE S 2 T 3Tt

i HF % HEAG WA Buffer (log buffer) , FFRFHLHEMNBAHALHES AR, WAL
EH IS AF log buffer W, SRJGTRAE— & MFAHIR T A SRR RIS . 458, S TR RERIED
FHEHERNER, TATTLUA innodb log buffer size ZHCRIE R log buffer FI /N, KTHFHSHE
A I [ 20 1 5 B A i 2> AR 4 20 A

F25 H&ESCHF R/ Innodb 34K 10 PEREA HEH KOG R . #hg bRk, HESCHEOS, )
Buffer Pool AT s BB S04 E s>, PhRets . (HiE, FRATHAREZME )b —AFilh, w2
MRS Crash Z Ja IR E .

5 HEREN B EZA WA, — Do Emprie It m R gk 10 1ERE, S5 Pl 4 R4
Crash Z Ja K . T IHEA TR R HT— T 2 ARG Crash Z )5, Innodb 52 Wil A A 255 H K BEAT
s AL o



Innodb Hid s T FRATVEE— VO £t 22 A (80t e R 5 LT iuriis o, DA SB35 B A
RIC sk T RS RHK checkpoint 5 log sequence number (HEFH5) .

s AERE— %], FATHMySQL Crash 1, HEAMREAR, Prfi Buffer Pool HR AR, thE
1 O O H B AT RAT SRHT B SO i s . A BRA T IR S B R A MRS, Y
MySQL M Crash ZJGF-&J53l, Innodb 2xifid b =F 45 H i BTid % 1) checkpoint {5 BFIEANEE
EH ) checkpoint /5 &, $#k3#H 51X checkpoint FTX W[ log sequence number, #RJ5iHid 45 HiE
FITC R AT, K Crash Z A5 — K checkpoint 135 HFT A AL SEHFT N ] — K, [R5 AT 1Y
Bl SR —BORES, XFESUEIRI T KN RS Crash MI&E RN T A HdE E K. MR, T log buffer
At S )0 3] & SO AR TR GV TR R T o R4 Crash (W [ BS 5 J5— K checkpoint []IN [H]
B, Prils BRI AR ARG . 1y H &SRR, Innodb FrfF) checkpoint AL, HARES]
AN TP S 1T BE PR AR AR T o

AR YL, Tnnodb (4855 HAESCIFBEE IOR,  RZEM T0 PERER LB, (HZ 283 MySQL , 0S
i LML Crash (I RGP LM MR N o, ez, HEN, 10 PERE AR atAixT & 2% —
2, HREHMySQL, 0S8 HiH LML Crash ZJEPrifs ZHIKE N F N Pril, BlRzf 35 HEREZ
RILIE DB ), BEEG ISR ARG PR RE, SCEGIIE] Crash ZJRIWKE ] — B
Kk, ERANYES G, LRB 1) TR 555 H S BB 0 3 4L, A H AR B 256MB K/, AR
RIEFAE .

i T T A (K13 508 U MySQL Crash (375, BATHT ZRIIUAUUE Buffer Pool F M3t . SEfs
| Tnnodb 45 H WA BRI 55 AT 8 [FR A RIE 23 [A] 25 1og buf fer 1 I EE 2151 R G A
AR GMOCAE A . FTLLMIRAI 0S Crash, sk & EHNT A2 )G, F5HESAXHERS
Buffer HHIEHIL 2 AT RE S ZR, XFMEOL T, WERBA TN G55 H BB L [ 30 R GehlBr 2247 Hh
FRIECE SR SO IR, AT e ™ A2 H S H0 252K M OB K A 2 2R s O

FCSE Tnnodb L% 2 T IX MRS DLIAEAE, PTEMERGE P A BA T T XM Tnnodb 4555
H&RIH 7 2% innodb_flush log at_trx_commit. XANBEM L ZIFEHEERATE RS,
FEAT ARG R ZIB AN SO R GUIH G A7 HH IR BINARLSCPE, BB 0 N =FivE

€ innodb flush log at trx commit = 0, Innodb F[f] Log Thread %4 1 #4144 1log buffer
RIEER S AR, RIS 2B RS R G AT SO FRIP R flush #44E, PREEERFISE O &
GNEIERE BRI BESC A (R, BRRFSSIIEE R (commit BYF# 72 rollback) FEAS bk
Log Thread ¥4 log buffer HH I 5 A . FrEL, M E N 0 I, 5 MySQL Crash Al
0S Crash s EHLWTHLZ G, SR Hle 2k 1 AP s A2 5

€ innodb flush log at trx commit = 1, XtH/2 Innodb FIERINE . FRATEFIRE S LS R A2
fi ) Log Thread ¥ log buffer o IEHRE 5 ASCAF IR AN SO RGE R SO o XA E A I 4
FIVE, BB IRIEAIE 2 MySQL Crash it 0S Crash B2 ML HA 2 T AT O 24
ERINEAET

€ innodb flush log at trx commit = 2, 4IRATEE N 2 %, Log Thread &1EFRA AR
AR AR B HAE, (X RS ANUGERH T X RS S NERAE.
MERATRISAF RSB A ZAFHLEI, FrLd Log Thread KX NEAIFARRIFN AR CAE
N BNy BR A I S R A BN o SOIE R GeAT A I 244 G2 A7 RS AN B508s [ 28 211 LG



BSCAY Log Thread MESEANENIE T o ATLL, MWE N 2 MNE, MySQL Crash A4 il
MIER, {HE0S Crash oi# & ENNTHL G AT RE & K s Eat e S e SR LT . &5
ARG T A A FIRHTHLE AR, #7523 A I A7 X6 nT UL 347 2 [ AH G 1T
e

M BT A AT AE 24 innodb flush log at trx commit B4 1 [N &I 241, H
A& T 10 FE2PEAE L2, BT DA RER S — PP B T e 2 I —Fh . R BN 0, WAERAT —IK
W20, PEREAINTm—2, W E N 2, WREMEREE =X PR Ar . (HE AT BE 2 BB A S 25 R A A
Z 0. BRIZWARCE RS, SERE BRI SoR AT T . — ek, AR A R E R £
Ry MBATRAT & ok A — e Ik Bk s 1 2 A, RSN 1o T an SRIATT0] LA R AR >
BEEE (Lbnii 1 B2 W), IBARMTATLAE AN 0. 245K, R KK 5AHRATN 0S Eigfae, THUAM
PFvees, 1 HENR ARG A 08224, AT AT LUK innodb flush log at trx commit W& A 2 il
RGN AR PERE S v REIR 5 6

BT EATIESL B T ¥E Log Buffer K/MRZ L innodb_log buffer size. 1XHLPATW M A —
T Log Buffer W E E4. Log Buffer A7 R /& 4555 H AR B AU Z i /e WA I — A2
Xk, Frildie Fokik, Log Buffer Bk, RAEMIMEREL SRS . H2, d Tk Log Thread ¥ Log
Buf fer % 5 AU A HAUAUE Log Buffer XM ZEMIELL, &5
innodb flush log at trx commitZE MW EG K. WHEIZSEKEN1EEH 2, LTI Log Buffer
AN R T BEORAF A S AT 5 5 RG s R FE IR a2 ud, R BAT 10 RS RN 24T
B O & S 55 e g 20 1OE, B AFRATI Log Buffer mt - /5 BATIN 20 N4 FITEMIASE . 21448k,
RIATRE R 0 [1F, Log Buffer BT s ZALMIMEHEWE 1 BAPTA IR &, Prel, KK ZEHRYE
H O ARG M) HARIAE R X0 HT innodb log buffer size MIWE AK/No —MRVL, W1 FAS 470 = i)
HEHRERHFH RGP HERKFL TG, B INAT RS WHT .

11.2.3 HaEfrtaiiit

M “MySQL 76t 5 2w /7 —Fh AT 1 245 Innodb 77645 MM S MG T — &0 TR, 1X—11
FA R ERL BT Innodb HPIBESCAFE5H R ML IR R

B Tnnodb Hdf S &R 51 37 Al A 3

Innodb 70l 5| B EE (WARRGD AFBAEARIFI SR, 3K — NI MySQL BRIAAFfifi 5 155 My TSAM [
DR, J5 & o WA TARSEISCfE . BRIZ A, Innodb FEUE A7 780k AR HL MR, 4 Tnnodb %
K LB LURAR R SR QIE  PrAT (8eE #02 AR TH P s8I AE D BERE A i, P A 3-8
A H A B M AR th

T FEERERTIZGH, Innodb AT R EWBCRIER & . WRRATFEANE— Innodb 17
fiti 7 PR I IR A G F 8, A Innodb 2325 A7E 008 T-IRAIE Einm =], WRAE/Eh
A not null EPEFIMIME—Z S|, Innodb Wik FX R IIENEEZR G AR B EAFTHA not null
JEPEFIIME—2R 5], Innodb 2% ABNAER—AMRGEII NS, I SERATEGE i A 6 ANy et K
FE. FrLL, 925 EAEAS Innodb KEZ DA —ANRDIFELE.



1 Innodb FTIH TERIER 5| Z MR 58 A secondary index, #F4> secondary index F#R<xf
FHRGRTINRGIEE R, J7 it HAR R 5 A B B % S e A s 47 BT (e

MR, RIER T IEAIE AT U A B A ATAT o), BRI A P s P sk K0 HE) T T RIGR
SR BB K i AU A2 24 2 5 | B SORT IO, BTl SR B A T F AU RS U il RE S i 25, e
R P A S 0 2 8. BTl 4 TUEREH g, AN/ n] fEANZE BT Tnnodb (1) T8 {EL.

Page
Innodb {7 51T A EEE, MeRKIELRT], TREUE A5 1% A D& Maity, #8E page
VE R S /NI BE AL RAE T, BEAS page BRIAK/IN A 16KB.

extent

extent J& —MNHEZMNELEN] page AL — MIBAEAE AT . — MR UL, B4 extent i 64 4> page.

segment

segment 7E Innodb fZfig 518 p LR FACE “files” MR, HF4 segment lH—PEEE /S extent
Mk, 1 HEEA segment #AFA —Fpgds . — Mok, AREIE ST — A segment 1, SE
b BB E BN R G S AP — AN BT segment .

tablespace

tablespace f& Innodb H i KYIBLEEMI BAL T, HHZ S segment 4.

2 tablespace TR segment T LG I,  Innodb s AL BCHE—A> extent IR 32 4> pages,
SR G W R AR KA S 0 BCEEAS extent SRAFH o FeAT T v LUEE AT 40 F iy & K & F Innodb 2625 A ) 4
FH1E DL
sky@localhost : example 01:26:43> SHOW TABLE STATUS like *test’\G
sekskskskokskskskokokskskskokokskskokokskskokosksksksk |, row  skekskskskskskskskskskskoskokskskskskskskskskskskskskosk

Name :

Engine:

Version:

Row format:
Rows:

Avg row length:
Data length:

Max data length:
Index length:
Data free:

Auto_increment:

Create time:
Update time:
Check time:

Collation:
Checksum:

test

InnoDB

10

Compact

8389019

29

249298944

0

123387904

0

NULL

2008-11-15 01:26:43
NULL

NULL

latinl swedish ci
NULL



Create options:
Comment: InnoDB free: 5120 kB

A B s, BT LA

BRI (index page) KA 16KB, {HIZSEFx | Innodb 7655 — X% page M5,
BN RS RN, ST KB 25, i ERPLE NG, BAKL&MH (8- 15/16)
KB 7% [H), TMian$—A Index page {EREAT 2 MR < Ja Wil fr o (923 [0 L&A 8KB (1/2) (1)1,
Innodb 258 —E NI EIWAE R 5], IBG% index page. M4, FANRI|CFETEHAR T 1 6
PTG B, EER AT IR 0 5% DL SN R 5 e O S

Innodb {EAF A DL IHEA AR AFTRERATIE b LA, [RS8 e AS B g1, JL
H—ANBREAIE R EZ N HSMRER, SEH 6N WMKE. 50— 72K, 8
KAF T —AF8 1 Undo Log H1/J Undo Segment WIFEENAHG S R, EZH T4 MIE, BLAET Undo
Segment "R B IE 22 WA EAE UL .

A AR, BT BAF I LR L s P REAT OG-

L 4TI/ secondary index IR/, $emVI AR, VE4 BN 7 BT & A7 fif 22 )
ANBT, flf St INTEGER 22U . 2 SRIXFFAE LN, 74 H 2R AL 0 edls [ RE ] AR A Tnnodb 4
1 T

2. QIR R B CARE MM L8, EBdEE I A SRR AE R, S E 4
GRNIPIEEYE S

3. RAIREANEEAE L8 AT SRR, b IR SRS R AR Al R B (R Bl

4. XAl Rede it LA A AT AT Al

I TO BT HEG A Y

1T Innodb FIHAhAEF 45470t 5 | EAH LU AE e S B SO 1R I 3 1e S A Y. (1) 545 H 7&
(Transaction Log) , AHMTIEINMIEEAAN) 10 5, BEARFSS HE LSS MT T N5 A, (2
S EM TOVHE, FrLXF3A M Raid MRLEL REORUL, U0 S SCPFRNEE 25 H &S00 A7 L
TARI B REA b TRT AR AR R A B4, $E v Ak 10 P RE . FRATTAT LU ik
innodb_log group_home dir Z¥CRIRE Innodb H EAFINLE, (R I F8 ok 1B 0 SO B
innodb_data_home_dir Z¥k 2 f Innodb FRA Iy BEKE B ST A7 CAEME 2 o

%, WERBA A= R S, Tnnodb 23 084> Tnnodb FRBIHE — R, JF Haofizk s
[IAETBAERT . frm” SCPFATRIIR A2 o AN SEIE 52, Tnnodb SE VB BOBERE 197 KV ) Bodls BiE
H&ESCHE. Bl WRIAIA L, LR LUK SRS RAF T A ) PR, AR PRI P12 1) U5
Ak VF Innodb AT SLBR ST/ L.

MIRAME PR A ] e, e — DN SCHE AU T UL BBy RN, XA R — AN B
W), FERRRY IR, BRI 2 RS e ? Tnnodb 45 FRATTHETH T
innodb_autoextend increment iX/NZ:4k, ibFRATAT LA A AT 2 % (] SCAFRERIE 0 KN



11.2.4 Innodb 4B i4k

B 7 bR DRI R T 2 Ah, SERR I Innodb dB A7 HoAth— 8 n] fE 52 ma B M GE 1) S 50K E

*

Innodb flush method

FHKBE Innodb 1 10 R A Es SO DA H S SO 72, AN HA7E Linux & Unix R8BI
Hi. REGERINEN fdatasyne, Bl Innodb BRIAMEIT fsyne O 3 flush 03 A0 H & S0 50k .

AL, v LA E ) 0 DSYNC A O DIRECT, 4FRAT&E A 0 DSYNC, WIZFRZELL 0 SYNC J7 X FT - Fikil
B H &S, @I fsyne O K 51 I AR 8 £ 4l SCF o i ¥ B O O_DIRECT f I ik, T 3@ i
0 DIRECT (Solaris b2 directioO)) FIHFEHECAF, [FIFLL fsyne O RMIHEE A H &S00
Bk, innodb flush method HYAN[AICE F 2% M A2 Innodb fEANFEEATF & NEAT 10 £
YRR IS BT FH )38V E R 48 TO Ay R DXl o T AN [R] B TO #4432 10 B i b B 7 s — 2 1)
XA, PrCAbERPERE ST — e 2 . — oK UL, R IRA TGS Sl i RATD RAR T A2
Sl RAID, AT LA O DIRECT, wJLA—i& e 3w 10 Phfg, (HWIH RAID Cache ANE[H)
W, T BN Ay, A, ARE MySQL B 7 TN BT, W REBAT T A PR 2 SAN 3R
1%, {41 0 DIRECT A5 ] A4 KM AETEAEFRAR . X T- 4% 0 DSYNC fi~F &, thnf LA2ili & oA
0 DSYNC J5 s A5 Aext 5 10 PhRER BT B

innodb thread concurrency

XS E ] Innodb PRI IR A BEEFR AR i KB, R0 N 2 A A N PR AR U ALk
ATR MBI A e P28, Tnnodb FENHE A CPU MBS RSN B M., HEXANSH—H 2
—MEEAFNNZSE, W HEE AN EE AR BUG (#15815) —ELHA AL T
innodb_thread_concurrency ZEU &I I N FAH K. WS EAE RGP BB AR AL FRA T
] LUE HEIE 2 Innodb FF & N GBI EAS AR 48 21K %% innodb_thread _concurrency % & 4
Z/D4iE. 1 MySQLS. 0. 8 Z i, BRIMME N 8, M MySQLS. 0. 8 JF4f £ MySQLS. 0. 18, BRIME X Bk
B A 20, SRJELE MySQL5. 0. 19 FiT MySQL5. 0. 20 B MRAH LERNBE K 0. 25, M
MySQLS. 0. 21 FF BRI AR P4k B e [m] 8.
innodb_thread concurrency 2% i) & & v& [ /& 0~1000, {HSEAE MySQLS. 0. 19 Z AiiIiA, H
EUZMHAE IS 20, Innodb HLas I\ AN T B0 HE R AR EUMATAT PRI, 52 Ut Innodb A4 P IEAT
TR H A A . FIFE, FRAT AT DUl v &8 0 SkRAR AT R &, 58431k Innodb A
CRHE Se b 7 L2 AN IFATERE, 1 HAEADI R N RER 0382 —MEEARMIER, Jtig
MRS 10 BRI I % o

Sk, innodb_thread concurrency ZX U B H-WAT — MR LF LR A B A2 5014 %
HEZ K, wAeHEEEARRESR, FHREESACNHBRE.

autocommit

autocommit FJHIEFALKF NAXAANE R, WL YT TZS R E R true (1) 2 )5, EIRA]
FERPAT 78— B SCEAE 1) Query 2 J5, RGNS AR IAERAE, FA En] DL fE N
B T 355 N o

WHE aotucommit A true (1) ZJ5, FATHIHLASAN T H F T4 commit WL LR GE 2L
HEER L . X RE B HEGE W /E Innodb FI3545 H & ] e 4 75 AR S i P AT RESL [R]



SHEE, MRE5 innodb flush log at trx commit ZEUHI B E AR .

—feRUl, FEFRATEIS LOAD .. INFILE ... 80 HAWRIHEM 720 Innodb 47 51 2 R N4k
s PIINH%E, FF autocommit WE K false W] LMARKIHE S gtk ge . A EH N, i
U R d s AT HR 2% AR A ot T ) H BRI R AR PR BE

11.2.5 Innodb #4:fg x5

FATAr L I AT “SHOW INNODB STATUS” i 2R AR ELA VR 40 1) R 48 4 i Innodb PEREIRZS, W1
I

sky@localhost : example 03:11:19> show innodb status\G

skekskekokokokskskokskskskokokskskokokokskskokokskskk ], row skekskskskskskskskskskskokskskskoskskskskskokskskkoksk

Status:

081115 15:56:30 INNODB MONITOR OUTPUT

Per second averages calculated from the last 10 seconds

0S WAIT ARRAY INFO: reservation count 720, signal count 719
Mutex spin waits 0, rounds 16962, 0S waits 460
RW-shared spins 489, 0S waits 244; RW-excl spins 3, 0S waits 3

Trx id counter 0 11605

Purge done for trx’ s n:o < 0 11604 undo n:o < 0 0

History list length 10

Total number of lock structs in row lock hash table 0

LIST OF TRANSACTIONS FOR EACH SESSION:

———TRANSACTION 0 0, not started, process no 13383, 0S thread id 2892274576
MySQL thread id 9, query id 54 localhost sky

show innodb status

1/0 thread 0 state: waiting for i/o request (insert buffer thread)
1/0 thread 1 state: waiting for i/o request (log thread)

1/0 thread 2 state: waiting for i/o request (read thread)

1/0 thread 3 state: waiting for i/o request (write thread)

Pending normal aio reads: 0, aio writes: O,

ibuf aio reads: 0, log i/o’s: 0, sync i/o’s: 0



Pending flushes (fsync) log: 0; buffer pool: 0
1123 0OS file reads, 2791 OS file writes, 1941 OS fsyncs
0.00 reads/s, 0 avg bytes/read, 0.00 writes/s, 0.00 fsyncs/s

INSERT BUFFER AND ADAPTIVE HASH INDEX

Ibuf: size 1, free list len 0, seg size 2,

0 inserts, 0 merged recs, 0 merges

Hash table size 138401, used cells 2, node heap has 1 buffer(s)
0. 00 hash searches/s, 0.00 non—hash searches/s

Log sequence number 0 1072999334
Log flushed up to 0 1072999334
Last checkpoint at 0 1072999334
0 pending log writes, 0 pending chkp writes
1301 log i/0’ s done, 0.00 log i/o’ s/second

BUFFER POOL AND MEMORY

Total memory allocated 58787017; in additional pool allocated 1423616
Buffer pool size 2048

Free buffers 803

Database pages 1244

Modified db pages O

Pending reads 0

Pending writes: LRU 0, flush list 0, single page 0

Pages read 15923, created 22692, written 23332

0.00 reads/s, 0.00 creates/s, 0.00 writes/s

No buffer pool page gets since the last printout

ROW OPERATIONS

0 queries inside InnoDB, 0 queries in queue

1 read views open inside InnoDB

Main thread process no. 13383, id 2966408080, state: waiting for server activity
Number of rows inserted 8388614, updated 0, deleted 0, read 8388608

0.00 inserts/s, 0.00 updates/s, 0.00 deletes/s, 0.00 reads/s

END OF INNODB MONITOR OUTPUT

A R, BT LR SR B T AN S BIBF



€ SEMAPHORES, IXiB4r 3 B0 R RGEH Y HT M5 5 5 A5 B UL SR SR E S5 RS R, X
S s S T FRATTIH % innodb thread concurrency 8045 % KR, HEMGES &
A KA, T RESE 75 EAA F 1 R R FEA I % & innodb_thread_concurrency=0;

€ TRANSACTIONS, XH /R RGN FAHE BAYETESH5EE. WX Mo, =4
AT LA IR ER BRI PR R

& FILE 1/0, XfF 10 AHRHIME R, FEZ 10 5AE R

€ INSERT BUFFER AND ADAPTIVE HASH INDEX; W/Rifi NZEA7 4IRS S B LA HIE M Hash Index
HORINA

€ L0G, Innodb 545 HEMIAEE, Wi M1 HEFS (Log Sequence Number) , BLZEMlHT
[0 ZIWEAS 4145, #dE i) Check Point BIHEANTHIS T o BRILZ AN, EER T RGMEBhE
IAE O &M T 2707k Ckeck Point, 2By H &I

€ BUFFER POOL AND MEMORY, iX?#54> % 7R Innodb Buffer Pool MISEHI&FZiitE R, LAKLIL
il — 28 P AEAE IS B

€ ROW OPERATIONS, Mi44 3, FE IR % il K Query FIIX L Query i if)id sk 4¢
HE R,

XSRS AR T — AN A, W SR A B RN T ARAR S (A, A
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KT AEARE, Wt ul R a4l sk AT 22 SN, IS ARR IR — il sk AR il R
FIHE

2. Statement Level : %42 IEN Query #4543 Master [f] Binary
Log 1. Slave fESZHIMIIIE SQL ZEFES N AEKE Master S ATILIMAHTEI Query
KFIRPAT

fLri: Statement Level FHIMLAE FEl 2 ¥ T Row Level R, AfFEdxE
—ATBHEIA Ak, Wb Binary Log HE®R, AT 10 A, $#2m THEARE. BOWAb R T
TCSRAE Master L FTHAT IE RGN,  DLRBATIE AJ IR 0 R SO B



Bl R IL SR AR, BTLL, A TiEXEETEAILE slave st AEIERIHAT, P
IR DA S A2 TR AU LE AT I I IR — BB OG5 B, a2 B R SUE B, BMRIERT G
FI7E slave SA AT I INHEE RE 845 BIRIZE master ST IHEAH R S5 . 9o, T
Mysql BRTE R LG, 1RZ i DhRe AW, i mysql f3 2 HEER TA/NIHEE, B
SRSTHIMII S S B 24N 2, bug A 5 L. 7F statement level T, HAIC
2RI A AN 025 38 Fs mysql (/) S HH I e, = B 08 X B (R I A T ek
SE R B ThRE I IS B, Hblnl: sleep O BREUE A YA H R AN REELI A ], £EAF
it iR T last insert id () pR%k, W HESE slave Fl master FAFRIA—IM) id 55
2, BT row level JEIETHRE—ATHACKMARI, FrLAARS LA ) L.

ME TSR ER], ZHT) MySQL —EHABHRAAET Statement MR HIF, HI
5. 1.5 fRAM) MySQL A JFUH = FF Row Level & Hil. M 5.0 JF4s, MySQL [ &8 fil vk
TREERA T IR JCIEIEM S I ) 8. (2 TAEE I A2 I, 45 MySQL &l
SR T ORIk . Siah, BEIE 7 SCMUE, M5 1.8 MUATTAR, MySQL $ft T kR
Statement Level fl Row Level Z M =Fh & #HIHi: Mixed Level, SZBr Enilt 2Ry o Fh
B SEA o E Mixed BT, MySQL SRR HAT I BE— 4 HAKT Query THAIRIX 43X 17
R HEER, Wil EAE Statement Al Row Z [AIEF—Fh. B A+ ) Statment level
AR FNLNRT—FF, AL FERAT I E A o TBThCAS IR Mysql HHBA Row Level B 11
1, FEAEPTA B2 LA Row Level SKid sk, 1508 2R 254 A8 BT I it 25 LA statement
BEASRICSE, W Query TEAUMSIHLE UPDATE 5 DELETE B iig ), Maik
TS EIT AT,

13.3 Replication H FZR#)

MySQL Replicaion AEpE—ANLUIRERIKIAHN, HAL—F MySQL JR%4 (Slave) M
Fi—6 MySQL k%4 (Master) HEAT HEME IR G T HEFNHEIE S . —AD5EH
IRENA A T E W 12174 MySQL Server (1 EALRI AT, FL 4 57 5 ) 5 1 i ik Bl T mT LAAE ]
—EBYHERSS A ENL LGS mysqld instance, —AMEN Master 15— MEN
Slave K5ERULHIFAET 1 FE o (HRLESEBR Y FHERSE H, FRATTrr DARRHE S B ik 4575 SR A
MySQL Replication MJLIfE H e il a LA Z MR T Scale Out M HIZEM. W
Dual Master 2244, GRIRSIHIZLAAE . 0 BAT T LA R 1) = Fh S I 40 EAT — LS AH Y.
Ko

13.3.1 #EHZEH)(Master - Slaves)

FESLBR N 5, MySQL 60 90% PA_E#E —A> Master 2] — i 24
Slave MR, B T3 07 UAOR (0 Y (0 s e i e AN 97 e o s 58 o DR UL



Master I Slave HJIEIAERKN JUIE Slave ks 1) WIE, S50 5 %A GE B — AR
TRARA> . JEIHIE A M Slave 3 &2 6107 SN SRR B f5, B2 /N T Slave Jiij
(RS I o) R o T A PRI A B A, 6 T S PSRN 2R Critical MM, HFF25E
TR pe server Ky RE Slave MHUE, Wik )1 2|2 & Slave HIHLES Lo, EnT
TH I R 6 B0 P2 25 4 1R S s ) A A e B P i PR S 1 BRI, M8 A K 22 BB Y
RGP 5 IS E S R ) KR 2« IXAEAR RFRE B T H AR 22 vh/ N 1Y I s 1 4
P PR R e, B 2 A G R IR X sl A, A FH AR T B A B0 P 300

XA AT LUE I P BT 14 e«

. Client a g Client . l Client 3

.-

S
IE) =

—/MMaster HIZA Slave MZLMSEART RiH, 24 Slave FIHAS Slave 55t
WA LR D A Master ¥idfAN Care H 2/ Slave # LT A, HEA Slave
(F) 10 LeRElnt THERANE, Mg RIgC i B2 J51 Binary Log 15, fhik &4 i% 10
LRMESK, HH K Binary Log 55, IR[H4S Slave 1) 10 Zf.

REMAZAEGE R, WA Master "Wl AR HIH 24> Slave 15i, WHAAS
M, H—A Slave 1A E AT AMNEZA Master 7 LT EHINE? 2078 HEKRE,
MySQL ZMAZI), LRSS ARG T o

MySQL ASZHF—A Slave Fi MM EA Master 5 SR T HIMAM, FHIE N T8
G SR ), 97 10 2 AN s i) RO H I 5, T e S A A — 3k . ANy
YA NIFR THIIEH patch, ik MySQL SZH¢—4> Slave 1ifi\Z A Master 45mfEN
BRI AEAT S0, X IESE MySQL FFUS B 1 50T 5 e R 4 Ak



Xt Replication MIBCE SN, 76 MySQL HI'E 7 A B E 4 AEmwig T, 8
AT 2R Slave HIBCE T, 4 F— WP RATESEE — A HAR KRBk~ 5 2
—> Replication 5K PELNERE LI 52 00,

13.3.2 Dual Master & f|Z2tJ(Master - Master)

AUEI i, WA —A MySQL S HIF| 53—~ MySQL WA Replication % Hy,
0] feib & A — e g 5N AT Master MUY . W04E Master Uifyng2mibdT—LLgk j)
IYES ERAE NG, nTREFTES MySQL MRS . IXIHE, A TILATRem N R4S kS
FISERLIN ), B2t B A1 Slave 5 AP Master SKIREEE NS .

{RHEIXFE—2K, AR Master 15 s A gt S FISL BRI EE A —30 T « 47 Master
JA BT LOE AR %, T AR A2, BATRAS AL KR Master -
Slave K&, HF#H Replication MEg, JFLUE Master fF8 Slave SRAFAMEHEEIM
% . HEHAE Replication MEESAIATH RIR Z AN TAER, WRKAEER &0,
T Reib4rilk Replication [#&E R RS BRI

AT RPN R, FRATTAT DB #5E Dual Master FABESRIBEGRIRZ 1)), )il
Dual Master F4%? SZPFR BBt ZEPIA MySQL Server H AKX J7VEN B CH) Master, HCG
YEARTTI Slave SRBATE M. XAE, AT —J7 e A5, #losaiad 52 N H 21 53 4h—
T A

AIREAT S B A — ML, R RIS 5, MEEA G RN & MySQL 2
IR A7 SEhs b MySQL H AR R 73X 5, FreAE MySQL ff) Binary Log H?
Wk T 4ET MySQL 1) server—id, 1y HIXNZH 2 FAT 144 4 MySQL Replication IR
W HfEE E, 1 H Master F1 Slave 1) server—id ZEUH TR ZEA B4 REAl MySQL
Replication ¥4, —HA T server—id MMEHZ )G, MySQL HiiRZE 5 FIW B AL 5
MIE—A~ MySQL Server A= AEMT, B LAUIREE 2 G th BLJa A I 15 0. iy H, 4R
FAIAFTIFc% Slave H) Binary Log &I (—log—slave—-update) FJEf%E, MySQL #R
ARAS WKL ISP AR ] Binary Log H, gt S AN 0T AE 2 B LG A 20 115
BT

TG ERE W B R Dual Master & HIZEFZH Fk -



' Client ' l Client ' ' Client '

- é]f_;y m@% ™
\. /

M3 Dual Master SHIZLHY, FATAAEUSE Go DX 4 13 (1 IELED B A1 5 ZE A L
Pt R ED & Replication MM, WA MEM —Imacx 7 H 2 = 62
XTI AR T, HARGOEKRZ G, wia HEITHn N Z AT A B R R G, AT 2
NN BT T, KK T Y A

AU AL, Dual Master SHIZEHIRI—LE55 —J7 /) HA & BRRAREE &, I nT LAIFETRAT)
MRTEAEAEI Master HBUR R JCIRER RS 2 Ja , ARHARIE R A Sh DI T3 b ok 4R 44
FANCIAR ST, DS G L B e RIS 1], IF Hg e AT 2N T

MR, BAHER K Dual Master M8, FFAZN Tikpsm#R S Mkss. EIE
HAOLT, BRIt R SRS, A i OO R AR RS, B e A
FEMAEATIRSS, DA — D LSS A AE o AT A FRATT— R T R b i — S ok
RS MRSNE? TEOLRE N T 8 B b 5%, B kit ot i AN — 2otk . Dk RIMEAE il
PATHHMESCE SE 50T, (HiT Replication AR MSEBINLE], RIS 5 BRI ARG A1
Bl e e O B e, R NS

B AL MySQL A MySQL B
1 ¥ xR yidsxHh 10
2 BB x Ky idxh 20
3 SRECE) A HEIFFNH, B8 x R0y wdx8 10 CRFFEIE)
4 FREXB HAETH x R vy idxh 20 (FFEED

TG T, ANOUAE B RIS A TSI 95 B, A R B L S Eh
TR



MR, FAT AT DUE R R 2052, AR AR I B A A iAE — i, 1 i Ah— RIS
BAFIRAE Sy A3, DRAE P AN SRR RIS, SXRF At AEIE S LI 1n) AR R A T

13.3.3 K BE %42 (Master - Slaves - Slaves ...)

FEATEE N b, Al REBE S I D 2200 UK, SRR R IR, —A> Master Wl figis
HE10 GHEEELMN Slave A BEW SCHETIE o IXINR, Master mtaHEIZ T,
DI APGE BRI Slave 10 el L2 T, IXAE S I s SRR )UK, Mas ter i
DU S T AR 2 I B, AR 2 i S KA I

8B SN e ? X IR AT AT DA MySQL nJLAAE Slave Sl s 2 il
Jir=EAZ ) Binary Log i BHILIREE, Mai/edTIT —log-slave-update M. )5, il
o (B R 200D R Master SR &I T R s o tmit & ut, R4
HAEEIE ADELE MySQL M Master SR T8, X)LEMAFTATUE BARZ A2 —K
Slave M, RJHAMK Slave FFMEE—Z Slave FEHERHATH . N —Z Slave i
AT Slave, FIKZAH 2 Slave Bl WAL, FATTLAGRSEATE N INTE 2
JERIE S IXFE, FAVRE S 86 T 8—6 MySQL LTk )E Slave MI%E. X4
WFRHRZ N Master — Slaves — Slaves ZE#y

XML IR 480, IR iR T Master BN MEE Slave K21 A
ML N TR T 2 )2 RIKE I Replication ZEH.

)
L

/ = )

= Bk
e — @ m——"

N =y

AR, WERGAERVE, BRI TR BRI IR E 4> Replication £EAFAMER



IR . T Slave JFRAIRAENIR, T Slave ks EABREZN TP )
AR AR, WAHBDEME 10. Mk, Slave %, #AMNMEHME 10 MMl
%, BATEATARHE WAL, DR RN 73S T 2 G LS L, PrDAASR IR 5 R L
HioK

BEAh, SR BRI GURIZ, Rl — N EALRRRR I Slave PragEzeid i MySQL
S, (AR e R N A 0 XU

TR BATTIE S R ERAE 05 SORME DI, IRERL S BUARZ T, 4%, D IRERAER
i S IR I AN S SR 2R IR Y AR GE A o

13.3.4 Dual Master 5Z¢5cE #4556 48#) Master — Master — Slaves)

R HIAE— B LA sL e T Master RUAFTIER Slave it 21 A 21
) B, ARE AT AN REMR PN T YEd R B i 75 2 U048 5 ] BEAAAE BB #5 4 Replication
F i, IXRERUR ARSI T Dual Master S5 HIZE A Replication %4y, &
FRZ A Master — Master — Slaves Zf4

Fl Master — Slaves — Slaves ZMJFALL, XA HERE—2% Slave LEREHL T
— M) Master, ENH Master, X5 FMNIXAN% T Master AT HIE]—A
Slave EHE. I IHIIT A SEIE T 19 7 T 31X AN 2044 (1) 4 A«



‘; Client ; E Client g ‘ Client ’

N

e’ =

XFh Dual Master LZUBRMBILE &AM, SR AEHUERERT LB T Master )
BNEAEARRZE] Slave BERFIIEMIFTH KAWL, AT Master 52Dk thik
A EAZHERE Replication HUNEDL. HIE, XAGUWA — Bk, Aot &M
Master A REMCNIA, KUY Slave SERFHLECKIE, &M Master mIRESIA
N2 Slave 10 LREUE KM BN 2R, %5 Master AFRAEM ARSI
1o, AL DL T BEVE I FAZ R ey, R I BURE, BT AAE S Master J& HIFHAREST
PURE R, WRZ)R Slave £l MR, QURERIMZHIEZE, Slave LRETTREH DL LK
PRSE IS oy oM WIS, i AP REAL ] 22 JR IR S T2 i, 7 B 0P Ai i S I oxeh B ) AR 1

AP

13.4 Replication ¥&¥ESEIR

MySQL Replication P8R4 a SCIN LEAC AT o, B RR UL SE e DU 2P, 38— 2 ity
Master ¥l TAE. 55 P43 Master i 4 (1 “ PRI 07 S5 =20 WIS AE Slave
ik Master [ty “HRIE . SBIUPHETE Slave Wik & Master AHOCHCE, A55E
BB ALK A, ARSI A Replication MAEGHTELNISRE, MK AE MySQL
HTEAET M CEABOATERIRR T, REZEE @B LA L2 D R
Rl DU ) SR SEB VA2, S T BRAT TR 1 DY AP R 75 B B (W iy AT —
(L INE T



1. Master ¥m#Ess TAF

fEFs4E Replication AIEZ A, B ACEARUF Master ¥ MySQL ids¢ Binary Log Fik
WiFTIF, KA MySQL Replication Ff/ei#id Binary Log KSZHLIF. il Master % MySQL
i3k Binary Log Bl LLIZEJRZH MySQL Server FINHE{#HH —log-bin IEIHmEEfF MySQL
PIECE SO my. enf HECE log-bin[=path for binary log] Z¥ikui.

FEFF)E T3k Binary Log ZhAEZ G, FRATETEEAES— AT RHIM MysQL 7.
A DU I 25— AN AR 32 7 A SCHIACRR , o mT LB — AN A8 ) & TS Ak -
8K, TS EVOH —N B R T 2RIk PR di A T S AR i “MySQL 2 H” #
CaMHE T, WIREE K B — 20 TR, ANRJeAE L0 msE AR, T
Wbk A A S BRI . SEPE MySQL Replication fAY M 753 “REPLICATION SLAVE’
BCBREP AT o ] LU 4R 7 2Ok A X AN

root@localhost : mysql 04:16:18> CREATE USER ’repl’ @ 192.168. 0.2’
—> IDENTIFIED BY ’password’ ;
Query OK, 0 rows affected (0.00 sec)

root@localhost : mysql 04:16:34> GRANT REPLICATION SLAVE ON . *
—> TO ’repl’ @ 192.168.0.2" ;
Query OK, 0 rows affected (0.00 sec)

X B St CREATE USER fix 2818 T — MUN HA BIEARRIH - repl, 2 5 7
JEIT GRANT #7242 1% F* REPLICATION SLAVE [RANBE . 244K, FeAi1tenl LU AT b
HIZE 44, Bl AT R, X O “MySQL 8”7 ANt T .

2. FREYL Master ¥4y “Hem”

KT Master &t “PRI, FEARRHREE I LM 2 098 i)
snapshot, A& HTA B3 R HE T3 —HE e B Z0 0, Hl S PR — Sk 78T LA 2 £RAIF 1)
Hn . [N IETFERIF XS LR ZI T 1) Master %y Binary Log MI#ERf Log
Position, RIAYEGHIACE Slave HIHMESH 3.

— R, AT L I R S ARG — AN H AT SR S R 1) £ A AR DL A PRt
M ] Log Position:
& R A PR A
PR DAS ML B A, A0 LUE IS OCH Master i MySQL, 285183 copy it
FEAE AR H BRI FEERE . Slave BTN AEMALE, XRS5
EEGTIEN . SR )G, RETEB) Master Hiff MySQL.

R, IEFERRA AU USR] T — AN R ELR I &4, BATIE T EX A& 4k
JIORs I () H GG A B A Be Rl Lo X TIXFER 24, FRATAT 2 BhJ7 3] LISRECE S M1 H
HAE . WTE Master NINDEShZ G, @A NHREFIER: L Master Z 81, HidH4T
SHOW Master STATUS 4 M Master 5 3RECEIIRATAT LAME ) Log Position. fi 3k



TITVEAE Master A 302 Ja bR FHRE P I03ERE, 84T REAE BRATIEBAT KAT B AT
SHOW Master STATUS fip4Z Higi eI G T, X AT LU
mysqlbinlog %/ Ui FE)Po3HT Master fBiff)—> Binary Log KIRHUIL—ANG K
(] Log Position. 44k, WIRARAEHWEREMRITAMAHM MySQL fASE—/NFiK Binary
Log SB—AMNEMMHENE, ARMATEIATTAT BT L.

& E LVM 5 ZFS Z5HA snapshot ZhBEMIAAREAT “ &40

WIRTRAIN) Master &—ANTFELMAL 365 * 24 * 7 JIRG M, A4 8A 13k
VIS ATV A KRBT LN A B o IXIH,  WIRTRATTN MySQL 384T S HF
Snapshot DJRERISCAFZRGE Ll (W ZFS), i JATHI SO RS AR A SCHF Snapshot,
ESE AT A R GEABATAE LW L1, I8 A JRA T8 T LU AR SC ) i 4% MySQL £k
P SCAFRTH FESCAEBTE R H S Hi—A Snapshot, IXAEl AT LAFE] T — N EARI 4
RETEAZ .

8K, AT PRIETRATI A AR B s Re g e H—3%, AT EEAEEAT Snapshot i
P rpo i A 74 (FLUSH TABLES WITH READ LOCK) K4 FTE RIS HlE, s
SRR AT commi t BIME, XFEA BEEIELRIETZ Snapshot [ HTA 2ids 48 5¢
5, fEM5E Snapshot 2 J&, BATHATLL UNLOCK TABLES T . WJfEH 46 N 240,
W T A S EAE, BEATIN A LR ICER B SRS T 4?2 M5k, Xieiik
WEGLP), Ak, —BOK UL Snapshot #EAERTREE RN AR LU ERT, P AAN S e KK
INFIA] o

I Log Position /EA7rE? &, Wil Snapshot Fri#54y, [RIFERRE—AN%
W PTXI N Log Position A eV 54 Replication MEEMIER. A, XFIT
X, BATATCALLIEATA 400 28 2 SRIEIXF N f¥) Log Position. DA MBRAIBE T
JITA 5 NEAETT UG B RRBE 2 /7, B FEASBEIEATATATT 5 N, XA R B Z AT
fu I8 3 A AT SHOW MASTER STATUS HHA-#mI LA RIUEMAY Log Position.

1A AR S R AT E e 5 i Master KRBT, A 2451125
AAM, FTUBEATEATEARRZ O “ & o

¢ i mysqldump 7% )7

WERRATI B PEAS R AT WA T %, 10 B MySQL A 184746 v] LU T
Snapshot [ RGEAEE KM, W ARAVRTFE @ mysqldump T H K
Master ¥y 2 IR E (B R B dump oK. O TiETAN /M ERA
— RN TEEEE, FRATLBAGE dump BE XA AL T A — NS5, s B
TET IR S, BB — i, WSR2 S R S A 5 1% Can
Innodb), F AR PLAE $1 AT mysqldump FEFFRIRMEE LS —single-transaction %
TRAR R, AR RIRAT A 5 | A SR 55, B T2 dump RAUVAA S
SCRFFSS I E, BATTE L AESGE T FLUSH TABLES WITH READ LOCK 45 ity
BHANRS, KRG dump EdE. 48R, WMRBAMUNATE dump —DNRAEER, #is
T EIX AR T, B mysqldump F2/FAE dump FCE 0 B SR Ll & ARl it —
2 SQL SRAFENEHEI, T LA 1 5 5 A2 ] DUCRE BT ECESCHE 1) — 350 1



TR EBRATE IR T AIE &, A %A NI Log
Position, FfLLIAARRETEAH LA Slave HIEESR . F4F mysqldump FEFERIIT A &5
M RERXA T, LAy mysqldump FEFERGIN T 54— SHOk Ik BhIRATT 3R
RSN Log Position, X PMSHIETIE & —master—data o 4BATRINIXNZS5
T2 J5, mysqldump £57F dump SCPEHPE4E—4% CHANGE MASTER TO fiy4>, find+Hid
KT dump BFZI BTG R Log Position fide WIR:

MR, dump example FHREFE R group message 3%:

sky@sky:"$ mysqldump —master—data —usky —p example group message >
group_message. sql

Enter password:

WL grep Ay KEL —NEE:

sky@sky:"$ grep "CHANGE MASTER” group message. sql
CHANGE MASTER TO MASTER LOG FILE= mysql-bin. 000035, MASTER LOG P0S=399;

3% CHANGE MASTER TO 2 #CLgh ATMER LT T, I ES ARG, Wy,

WERFRA T — M dump 24N SCHRFFSS IR I, n] BRIR 2 A\ Skl 7
—single—transaction ZEIHKARIEECHE I —Z0H: A1 5E B o XAl S0 — AN IR LB
R, WRIAIFFE dump (PR BRI %, wRES = —MRKMFHS, 1mH
SRR I ]

¢ AR A Slave T “IGH”

WHRIMAECER Slave WEATFEEEH Replication i) Master LRHTHR
TG, IBIERATEA SRR B WA T o BATT LR PE R Slave (A1
R Z WU A FTFE R —& ), [FIRHAT— FLUSH TABLES iy 4K kil it
BRMZGIEYE . X Z Slave LIS AT ENEIET, FRAIEAT
PUBEIE copy A BIEGE SCHAH B SCHER MM — A2 &y, RIBHBE T LUEE Snapshot
CUn S S HE ) SR BEAT &4 o 248k, W #F Snapshot Thfig, i /& @RS Snapshot
KA, PUAIXFERTLUE Slave {55 1RSI MG KZE%, Wk % Slave (K454 4L/ .

WA Slave SKIFMAMEM X, AU BN &t i 7 UR TR i, %
i Log Position, #:3JE8T Slave JElRIAL & A CVEA AT LA IS F, HFHEE
B Slave SEAIE TR/ ARG, BWinl LLUEH M Master #HATEHT .

BEARLRE P AR AR R I B 1L TR B BT Slave IR B, XR
GEIIE T A5 MR AN, BT AT AR Z ) “ &4

&

3. Slave itk &M “HPei”



e PR E LRI R TP E R T, XD Pl ek b
PG RIS i S R 2IFRATN Slave Bty MySQL H.

EEXE_ERIDY RO RIS 2 R AR, AE Slave Smfk B HA XN, T
T A T X DU of 28 5 PO WA S A — A g B P 5 1 «

& BRI

HI T IXAN  E  —A Te MR PR B A 003, A A T 2 XA ARl
FTP s 2 SCP Z MM AL R HIE] Slave PIERI LML, WA Slave
my. enf MUESCPFIIBCE, R SCIFAFBAEAR K H 5%, B8 i DAY PITAT O 808 AT H 25 AR
KIA, RIFHEB) Slave Hff) MySQL, mtoem I MK TR

& KX Master #EAT Snapshot 53311114

XTSRS Master #EAT Snapshot PrfF 2|04, SEPr EAIAER 2 KR 7
EHAR—FE, ME— 20 MR e TR 20K % Snapshot G IEAHM 1304 R4E mount
HAHEXT, RIEAGEAT F S0 S48 VAT o 5 AR SCHRAE R 2 4 04 £ A B
FEAR—3, WA RIA,

& kI mysqldump 75330104

Wi mysqldump %57 S B P AR B &0 4, FORTTH PR BRI 527 XA s
KIRZE5 o PRI AT PR R 25 0 B IR S8 T B8 4, IS mysqldump %5 P iRy B
2800 8 T2 44 o K mysqldump &R 1T 208 mysql 27 i ook i
T80 AT SQL EA),

/] mysql & FEFAE Slave Uik 20T, @MW HIHIET —master—data
P32 CHANGE MASTER TO w44y, SR 76 £ 0 SCAF i B il o0, FRdiAT IR .
R A 1% 2 FFA R —N5E 3K CHANGE MASTER TO fiv4, WHRAERLE SCAF (my. enf)
BT WL E MASTER HOST, MASTER USER, MASTER PASSWORD iX = /NZ:HIKII 5, 1%iEh) &
TCIER RUGE I o

W mysql 27w fe ekt 24 0 7 Kk
sky@sky:~$ mysql —u sky —p —Dexample < group message. sql

XAEEITR 2 8L mysqldump 207 S e e B A2 A4 3 B V2 8080 8 o
g

& KSGEIA Slave FifF RIS

WA Slave Frig R8N LI EE —PholE 28 M mEth ZAZ . Ak
A EAPE VUEAR AN H SO T A 2 5 4, 02U 42 v 4% — FEI 547 U5 2K
WIRJEHEIE Snapshot FHEIMI M4, MUANEE Mk 27 e —3

4. MHEIFHB) Slave
ESER TR =P8 J5, Replication MEREE M R HFE &G — D H



T, WomiLiid CHANGE MASTER TO x4 KAlE 4RG3 Slave T .

CHANGE MASTER TO fir4 S ILFAR W E 5 NE, 7lh:

MASTER_HOST: Master [JEAL% (5& TP Huhk);

MASTER USER: Slave 4% Master M4, SEbr BBUEZATPTEIEN) repl FH
MASTER PASSWORD: Slave i Master [ %574,

MASTER LOG FILE: JFURE M) H &S 95

MASTER_LOG_POS: JF4a s Hliy H & KA S, At &0 2 B dH & 4R i fe vp — 54
2 Log Positions

NTH R —ANSEREY) CHANGE MASTER TO iy &7l
CHANGE MASTER TO
root@localhost : mysql 08:32:38> CHANGE MASTER TO
—> MASTER HOST="192. 168.0. 17,
—> MASTER USER=" repl’,
—> MASTER PASSWORD=" password’,
—> MASTER LOG FILE= mysql-bin. 000035,
—-> MASTER _LOG P0S=399;

PAT5E CHANGE MASTER TO x4 2 )5, #inl hlikan Fay4 i3 SLAVE T
root@localhost : mysql 08:33:49> START SLAVE;

ZUt, B Replication ABTWLIAETEM 1o B ITACHT LA H b4y AH R (oK
FIRFEHE, WORTE T MySQL Replication #AEIEREF oM PEA 20 3R, W LU 251
MySQL F 5 T

13.5 NG

FESE B N 357 T, MySQL Replication S A 2 I — P R ey ML it
TBle ZM MySQL fEHIF L Replication IRESRTI RGP M I, i ] o fr) 1Y
IR TR O BE A FBE 26 1 B 2 OB e i TR REEIPERE, J2) K MySQL i
I o B2 MR —, M2 K MySQL (] E+% MySQL F A BRI B hz —.
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M MySQL Replication LJRERTSEBLAIY G E 2 52 SIIE M RR, — B
JE TR, IR EANL TIE, R — 6 TASHERNE, FATE iR &
A X, FRAT TR ZVE Hk A BAR T BORA RIX A, IRt JoA X —F fr 2 /v 4
HEAED) I HR

14. 1 {M8&IETI 4

A HEAR 22 B I ACHE W b s %8 BTl L 22 Ok W 256 T2l D) 7 ARG SC R T, K



A AEA B TR RRZ A ESE) Sharding. JLSEAVEZFIRZ A EARH) Sharding & ZHHE
fbn oy, FMESHOE —FE . kU, wRSRIER IR & 51, R R A IAE R — A
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REPNAZBARGE R, REARFAR N, RO IERRAETCEM I Z 5] B MySQL 1) MyISAM £
fili G| B SCRF T A 3CR G 1 VB 7 RASIEANSCRE 2 55 P A SR s, LU T 27 e
SCEE T BT My TSAM 2 SRR A7 A 5 | SR A P ok, s 58 4 JeiR Al i o

XEFIXRE O, A TVRAT AN IERT U gk, TRl I 4 S0 g 1, it AT
VL) Search (IR T XBET &R T], A RS RIE N MR B R R AE .

A, Search BRAFIIAL AT A A BN BRI 2 =5 il ok s 655 EAT A PR 5 3
H AT AT A IR =5 R 7 R T E e R T Java SEOL Lucene, SRJ&T Apache #fF:
B Jakarta UHALNEIF—DTHH. 258, ABFFARE S BER I E TR, mZ
ARSI R SR IHEZS, AR SO T S A AR R I A 5 | ERE R 51 515

X RRIARAGIHE Lucene ARG FFEARLN T, BOGER s34 1A AT LLE U W) B 7
vl i (http://lucene. apache. org) K T 5 2 AU 40T, FOX H F LR 41—
T Luence REWBZAIRATTRAT 4, FRATAT CLEFERAT HIAR.

HI T Lucene fyRiaSCR G M3 535, LU Bea kg S8, FAl158 4xm) LUR
LA FH I R SRR B ERIE S Cache R A58 A Toi v (¥ A SCBR R R I fg
FAT R AL G MR R GBI —FE, FHATE “Spider” B4 ZMEHHIKM L
T FR St s BT R AT T 26 P e e A A T Sk B et i ok TR PP Lucene FRIAHSR
APT BN, FFFIM Lucene BIELFRG], SRJEmtrI LA M Lucene Pridfit itz
APT 1325 205 Il (R &dle, iy FLn] DLREAT A B UL i AR Lucene Xl fe5¢
S EATE CORSEBL, BrASRAIAE 5 A 52 2 AR I Se i e T DM 58 4 s, [RIAE thn]
LIRCRIE R (Bshas) i e Bl o

HAR Lucene [REE ML AFTRAEMEAE AN IE NAF R, (EURE f T RO 0 SR R 5 |
githy, HACRR AR ILr . B ERZ MAEM Eitig, HEAR A2 )L +4 6
ZJri Lucene MRS PREMAR IR, HSXEARAR UL, SNSRI L7 58,
HATUFJLE G IEHRAE Lucene H, PEREDISMR I (5o XU IEREDLALIN A2 i S ze
BA—MREBR S, e — N RAFERERIEF IR, SEhs EIFA AU TR G prikse, )R
2 I — AR R AT AN AR T A BOR AN FIRCR . BTEL, AR 22 I 4 AT 1 FH 1)
=5 AR RE M BL R LI, ANEESE BRI I D, S 2S5 A
SR BADE R IES ] T4k



B TAEHIZE =T7 1) Search #AFUI Lucene Z 4k, AT B vy L HATAI & B3 FH 136471
G5 Search B4t BB 3 HATHT IR A= —FE, BATHER T —E2l NAF A7k 1
HiE ST AN st aE izl Search #AF, ih&A N REREAE IR 2 Bt
SONMEA R (D) e . T 2 AERIBOARRAIG AR SR, BUEHR 2 KR BN A 2 5T 1)
53— N R GEEARIR T

2R, AATWIAR Search BATFHIBORT THE AT BEWR LU, A IEECARSE ) B IT A T BAIFAS
FARZ, PTUMERE BATHIAC AT, — R B & T el . Aad, WRIRATICIESEI —
MR Search Heff:, (MR X HELLRF € IRER VL, FIRESCIUBIFBAT BN
AR, TATHLAA (IR S RS R A OIS AHBLAT TR, B A5
AR E I IR A, AT 28R 52 DRE M SEBL T REm o LLACEAA T .

AT Search AR SEBL RN AR I ), BATRIZA W] LU R Ik
KR
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15.5 FASHRAFTIHEENABBENSHESE

LR E s R P REE SR I, T REAR 22 A AR AR B Sl WUBEHEAS T JH
—AREEA: ZUH L IREGE JLAERT RS T

WA RN BREATTARE 1 “ A AT HlOh “ BT, BEf =
JRIE VAT B, NI NIELE, A2 “m it 87 b “MRsIH s, ot
ST R, O AT TR, RSN RNE A RN TSR IR ER BT B
28 “RESER” e, MAVALERDNEAT . 2R, WTREA AU “ oA sUFAT
TR B RS TESE FER RO, R R TR HORAE ] AR T SRR A



P o IR A AR T (9 0 R EBOR S T P SR I I FA X S
AR (K A e SEATOL, eI “ o An SO FAT T B Al AT BROE AT g
AR Ff 7 AL IR L2 B Y5

H 7 AT B3 A sOOFAT T HE S = B2 B Google 1 MapReduce Fll Yahoo [
Hadoop . HSZHE NUERANIUIN1Z & Google [ MapReduce + GFS + BigTable DLK
Yahoo ] Hadoop + HDFS + HBase JXPWIRZEMIMRZR . —HHZH =AU oi A F D RE 4L
#1, MapReduce 5 Hadoop [RIAfEHPINTESS iR 56 FE M ThAE, GFS 55 HDFS #2404k
ARG, fRPEAEAR A I IE R B R, B BigTable &5 HBase IIJ[A]A4 AL BH &5 44 A0 4
P A 2 R R e . — KBEHRIL R, e AN A XIAT T B AE A R
AR

LX) J T 5K LI Sk 1R 23 A N IOFAT T B AR RE SR A 31 1 SR BLRE A BT DA
YU —FE o T8 11 3 (1A 55 70 il G 5 5 VB o 5 (Gl B A7 0O AR5 i 2 A~
155, RN RIESG Z G E (B 5 RORIEAT VR, 105 T RE— AN s 40 A X
PR GERAE A B AR FEERE &, 48R, AR TS S TR S R, R
BigTable B(# /& Hbase XFFMALEIATH L. —F A — AN 5C BEMIFEAR, AHEL M. 4%
AL Hadoop AR HJEH Google HAIMI—Hi KT MapReduce [1)i6 3C 5 HE A AR
Pt R K . AAGE Google 71 Open MAETT [ Bl ¥y ok 1R 22 iAW BR T8 SO 2, Xt
T A S EARIE T E B AT A e F Db,

LSRR TN T AT U S HE S 2 Ab, 52 4R FH G THIR B0 122 ST B I 56 384
WIT A L, 1 Inforbright 5 MySQL SfESCBL BI fi#¥kJ7 %, Greenplum A F5
Sun A PostGresql JFURALHE FESLILA) Greenplum F ST, 1 H AN 5 48 #6 2 MM
MapReduce it =2,

BARIX ARG H BT AT P70 AT S SHEROIFE R I e 1, (EZE BT X )37
SOt SESEAEAERT DB Wt, R Ui N e esiBL T SQL MYE. AR IR T SsQL
W RR GBI R M AR UG, TERER AR A ERIIM, EADUX N RGIEAR EHAE

ATEITR, LR AT T o

2 L& R W AL ARA P e, IX A RATHEH R I BRI T, K WX
LU A UAUEOG IR, T LGB IR B T R T 2 A AT A

15.6 /NG

Kot PSR AR BRI — P TR, SURR IR U AR s Afl, HLEROE G — RV U
)42 I o B T 20, FESERRATTIA ] AR 22 SAR (R A A7l A T 5, 456 25 P il A7
b PE TR, TS RAES AMERE, K8, B DA EdE o, XA R RS
M Es A B R G AR B BOR 3T, PERer 2t
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MySQL Cluster J&—NET NDB Cluster {755 B M 5e M oA B E R SE. MY
A TR, T EeTCLE S50, TR EER S s Y)EE. Al Oracle Real Cluster
Application AN K—FEMIE, MySQL Cluster J&—> Share Nothing FJZEH), %> MySQL
Server Z[AJFHFANIEZATATES, & B nl 4 DA A & B vl 5 T i 58 R IR L B KM R
BARH AT S MySQL KIGH I —ANH 20, (HE B A A E AR 1) 2248 H
T o ARFERATEELG MySQL Cluster )T kK F-HeILAEvT o R et 7 A .

16. 1 MySQL Cluster 4T48

fAT A BE, MySQL Cluster SEFR b2 70 TCILEAA B A IS 0 T SEIL IR — 58 4 2 A 2X
P RS, HAEYEE NDB Cluster (fEjFK NDB) A7fif 5| &KL, MySQL Cluster NN
AR RIS A T DA — N W LIS SR 3R TR A I P AE 8 2, P s A 28 5 | 41 A 20 e 2
FEWNAAHABEN IEH 21T, (25 MySQL Cluster WA Zen] LIMBENN UK BT E R 5]
BERAENAFRIT], bR A EEE T DA 4 e 8 8 N A7

—ANMySQL Cluster HFAEE I LT =50 41k

a) SQL 211 SQL MR 25-#% 15 s O A%k SQL 15 ), th gk 2 3 A1 % U 1) MySQL Server.

FBA TR — MR A 2 2 R S, L 8, Query PLAGFIIRRY
Cache B RHAEAE, HAGTAA#IZN TAEAC T NDB B 15 M2 ab P 1. b 2ii, (i)
MySQL Cluster FAEEH) SQL 15 50, A LAREIN R 2 — AT EEL AT /A6 5 | 44 1) MySQL
2525, BUOAMIIAAE S 24 Cluster M8 NDB 15 fk4HAT. FTEL, SQL 245 MySQL
2528 1A 8 55 1K MySQL Server JHBIBA —E X, AIE I ndbeluster 244
BEIAAT o FATT0T LA INTE my. enf Be & SO, thnl LUl i e 2har 17k 48 e

b) Storage JZM) NDB %15 &, WakE Biiyif) NDB Clusters

B NDB S —NWAEAAAE T 12, AR W B R AL B E il e a5 o (R2 0T
ff) NDB Cluster f#fifiy| % Cgecfidt 71X —ri, W LUGFE s & A5 N 2808 A7 ik 22 1Y
#5180 dE . NDB 1 sl B SEIURE B A- i D e, SKRORAFE Cluster %dE. &4
Cluster 5 S ARATSEBHIG I —A fragment, Wate— M2 (BE —0 528 nEds,
P RECH G E D), BT DA SR E S, MySQL Cluster fEA7Aifi /= A s tH LA £ In)
. — Mk, NDB T R — N — M NDB Group, —“NNDB Group SEfx b e —41
A7 S8 AH [ (R ) 325 1) NDB 15 58 o

IHFEE] T NDB AN ORI AL 2R, n] RN s A A A G e nT e R A
—HB o HdE, BB A H SRS . E5ELE MySQL Cluster TRCE SO (AR
PR BT, Ok config. ini) oY, A MEHERWHEEMZSHY NoOfReplicas, XN
faE TR CR AP AEA R S LA, %S E R DN Z R B 2,
AT EERE R 2 T LA T o DR IE R R UG, PN EA TCAR 1 A [R] By B e Ry M et S A
AN, SR W R AL A R A7 R 2 (K1, T DLk 4R 38 ok Sk — 20 o/ HH I (M
WEAR, AN AT ORAE T R I 2 — 30 23 B8 30 32 B 15 i H R BR ). NDB A7
fifi 51 8 1 SE LR UE NoOfReplicas S0 & ) B SRAAT HAAAE T 2L, X EARIEATICR, AR5



R R 250 R 25 2 Bk 4k 424 FH 22 42 110 NDB 15 55 20 BERIECH 415 i S 205 DA
NoOfReplicas 5.

c) MTTEBLAAN 21 Manage 17 5 AL

EHEAT AT Cluster SEFER AN AU B AR, WIGAERMAECE, H3heH %
R RN BT R LY, DLR ST R 2 0 P ST 5 o A BT RS RIS Cluster
PRI h &5 SRR S FIAS S L, IF B4 Cluster SERETP &AM SIS KL R el BN EE T
A LAl R T A e T RS R T A Cluster IRBERECE, [RINHEAE T 42/ &%
TSV IE TAE, it LM 20U S5 Sl 8 s s

NTHE— R MySQL Cluster MUSEARZUAE (Y E MySQL B 7 SCRAFID -
Clients / APIs
Cusom HD B
mquc-L MySQL PHP IConnector] iConnectorf NET] Clients Management
clien 1 L 1 L (NDE AP

C AP jent
ndb_mgm

E

SQL Nodes
mysgld

Data Nodes

NDB
Management

Server
ndb_mgmd

TR P P AT AT AR I (0 T AL MySQL Cluster PRBESANTY i LR 7 i B 2
AR AR

HiF MySQL Cluster HETFISEIMIIFAZ RS, SCOhBFIEK MySQL W& 2%, B
DAASE R B S At 45 3 —> MySQL Cluster FREEITAARA 44,

16. 2 MySQL Cluster M EFEE

5 MySQL Cluster B 46 24 /b—ANE Y (BN IR SEHLE BRI RS, — 4> SQL 719 s 3=
FLRSEI MySQL - server DFEM M ndb 5 i EHLSEHLNDB Cluster [D)HE. 15 )5 141
L BRI SQL 15 mUR PSR SE, RGBT

1. e

a) MySQL 71 1 192.168.0. 1



b) MySQL 5 &% 2 192. 168. 0. 2

¢) ndb i 1 192.168.0. 3
d) ndb FiH 2 192. 168. 0. 4
e) YA 192.168.0.5

2. s
T A BB AN R AL ER SR ORISR A3, SRS A My SQL B 7 N BUH N,
RIEAEAL T R BIWS & SQL 5 SR 4 NDB 5 ik, DL I T 1) 222 sk () A ]
TR FRAEE 0S (RedHat Linux) IR (FE4Z0) -
root@mysqll:/usr/local>uname -a
Linux oratestl 2.6.9-42.ELsmp #1 SMP Wed Jul 12 23:27:17 EDT 2006 i686
1686 1386 GNU/Linux

a) 2 MySQL 9 i
7E MySQL 5 i b 75 E 22K cluster [P MySQL Server, A LU H 4mBRysAL
fish et my LLIE$E MySQL By 7 S B (1) g 4 1) tar BBl rpm 23ty T/ B PR BAT
RER, SEbr bogaal DUE LS MySQL B U7 SR Bt 2l U gm 1 1) — 1EH tar 41, JURFRA D
AT ML, MG IERESET:
root@mysqll>. /configure \
—prefix=/usr/local /MySQL \
——without—debug \
——without-bench \
—enable-thread-safe-client \
——enable—-assembler \
——with-charset=utf8 \
—with—extra—charsets=complex \
——with-client-1dflags=—all-static \
—with-MySQLd-1dflags=—all-static \
—with-ndbcluster \
—with-server—-suffix=—max \
—datadir=/data/mysqldata \
—with-unix—socket—-path=/usr/local/MySQL/sock/mysql. sock

root@mysqll>make

root@mysqgll>make install

ARG E W E B E SO/ ete/my. enf, T SEIRREAEE, FrUAIRAVINGR S T
ndbcluster FT 5 B K FEA K HEAE E I, HALPTE KR ES AR E JGHSEB’N
TEANBC & B , W


mailto:root@mysql1:/usr/local%3euname
mailto:root@mysql1%3emake
mailto:root@mysql1%3emake

root@mysqll>vi /etc/my. cnf

[client]

socket = /usr/local/mysql/sock/mysql. sock  #H T4 Edsakig € 7, FiLh
BCEARIX L, J7 0 LA S 8N R IR A H

[MySQLd]

socket = /usr/local/mysql/sock/mysql. sock

ndbcluster

[MySQL cluster]
ndb—connectstring = 192. 168. 0. 5

Ak 2258 B THI ) My SQL 22250 i«
root@mysqll>cd /usr/local/mysql

root@mysqll>bin/mysql install db ——user=mysql ——

socket=/usr/local/mysql/sock/mysql. sock
Installing MySQL system tables..
OK
Filling help tables...
OK

To start MySQLd at boot time you have to copy
support—files/MySQL. server to the right place for your system

PLEASE REMEMBER TO SET A PASSWORD FOR THE MySQL root USER !

To do so, start the server, then issue the following commands:
/usr/local/mysql/bin/MySQLadmin —u root password ' new—password’
/usr/local/mysql/bin/MySQLadmin —u root —h ointest stb password ’new-

password’

Alternatively you can run:

/usr/local/mysql/bin/MySQL_secure installation

which will also give you the option of removing the test
databases and anonymous user created by default. This is
strongly recommended for production servers.

See the manual for more instructions

You can start the MySQL daemon with:
cd /usr/local/MySQL ; /usr/local/mysql/bin/MySQLd safe &

You can test the MySQL daemon with MySQL-test—run. pl
cd MySQL-test ; perl MySQL-test-run. pl


mailto:root@mysql1%3evi
mailto:root@mysql1%3ecd
mailto:root@mysql1%3ebin/mysql_install_db

Please report any problems with the /usr/local/mysql/bin/MySQLbug script!

The latest information about MySQL is available on the web at

http://www. mysqgl. com

Support MySQL by buying support/licenses at http://shop.mysql. com

root@mysqgll>chown —R root

root@mysqgll>chgrp —R mysql

root@mysqll>chown —R mysql. mysql /usr/local/mysql/etc

root@mysqll>chown —R mysql. mysql /usr/local/mysql/sock

root@mysqll>chown -R mysql. mysql /usr/local/mysql/log

root@mysqll>:/usr/local/mysql# 1s -1
total 40

drwxr—xr—x 2 root MySQL 4096 May 4 14:47 bin
drwxr—xr—x 2 MySQL MySQL 4096 May 4 14:20 etc
drwxr—xr—x 3 root MySQL 4096 May 4 14:46 include
drwxr—xr—x 2 root MySQL 4096 May 4 14:46 info
drwxr—xr—x 3 root MySQL 4096 May 4 14:46 1lib
drwxr—xr—x 2 root MySQL 4096 May 4 14:47 libexec
drwxr—xr—x 2 MySQL MySQL 4096 May 4 14:20 log
drwxr—xr—x 4 root MySQL 4096 May 4 14:47 man
drwxr—-xr—x 9 root MySQL 4096 May 4 14:47 MySQL-test
drwxr—-xr—x 2 MySQL MySQL 4096 May b5 22:16 sock

root@mysqll>:/usr/local/mysql#t

b) %%% ndb ¥ 4

WIHR S BRUAT BE A S A BT R4 — 250, F1SCAE NDB 5 At R SQL 5 i — ke e 4%
AN NDB Cluster £74i 5 45 MySQL Server. H1T- 22405 ML) SQL 3 58 42—,
P LA B AN T SRR

FAhs IR T HRAEREE SE 3 MySQL Cluster IXANFALE, WIE NDB 17 11
b 5E4 T DU 2242 NDB #7455 | % (mysql ndb storage engine) HIRJ. “%23& NDB f#4ifi 5| % 4F
B H AT ERA RN R AT g 32240, HReimd MySQL AB B 732 5E 1) rpm ok 8%, %
B R AR R, AL rom B 2 AT AT X )

c) EPAY L.
EHEAT TR E N e B R R, SEfr B T ndb_mgm Al ndb_mgmd PIANFET
RAT, IX AN B AT FE 3 AT LAAE b 11 ¥ My SQL 715 s My SQL 2228 H s i i bin H 3% R i 4kE
FIXPAFET copy BIEH S BINAIEMME (AITHE, KRSl
/usr/local/mysql/bin N , FF4E path HE K H P @&/ NFE LK soft 1ink 78 311X
PRANEET BT, s AT S

PAEEIE MySQL Cluster MBS 2deid B, B EXIFARIGEE, HEANKMN
LR RE R RENS —UIIUR, MR WRAE ) T A AR AT HA, MySQL 507 Tl h d g it 1
AR RN 2 e R Ui o


http://www.mysql.com/
http://shop.mysql.com/
mailto:root@mysql1%3echown
mailto:root@mysql1%3echgrp
mailto:root@mysql1%3echown
mailto:root@mysql1%3echown
mailto:root@mysql1%3echown

3. BEANCE

P F TR 9 s B2 23858 e 5, & MySQL Cluster PABEIRLE TAE T . Wl
RANZE FE LA — S AL AN PEAL B E 753K, MySQL Cluster FJEASHL & & AR AT LT . IX
FLBT I SR ANAN 58 e a7 B A I G (I C TR L 0 B B S T ) MySQL Cluster
BLE R .

XFF MySQL 45 AT ndb 5 i AE I e Ferh B2 e il 1, INH ERE
[MySQL_cluster]Z 4 ) ndb—connectstring S4Bl ] 5¢ i L AR K BL & -

BT AU C B IO A — N, PO A AR N E Y Cluster PR A — /N5 R0k
AAG B BUE A AT E— AR [ e A B R AR, #EH BT, HFEEERS)
TR BB SO AT AEFRAT MRS T L E A E A PR R /var/11ib/MySQL-
cluster/config. ini, W& F:

[root@mysqlMgm ~J# cat /var/lib/mysql-cluster/config. ini

[NDBD DEFAULT]

NoOfReplicas=2

DataMemory=64M

IndexMemory=16M

[TCP DEFAULT]
portnumber=2202

B B R

[NDB_MGMD]

id=1

hostname=192. 168. 0. 5
datadir=/var/lib/mysql-cluster

#55—> ndbd 1 s

[NDBD]

id=2
hostname=192. 168. 0. 3
datadir=/data/mysqldata

#25 —/ ndbd Y A

[NDBD]

id=3

hostname=192. 168. 0. 4
datadir=/drbddata/mysqldata

# SQL node options:
[MySQLD]

id=4
hostname=192. 168. 0. 1



[MySQLD]

id=h
hostname=10. 0. 65. 203
[root@mysqlMgm ~1#

1) SQL ¥ s fRUACE -

MySQL 1 f5 (R e BRI 1) MySQL Server ML E X ) 52 F5 5 4E my. enf SC4EH
Hahnmysql cluster]IX/MAC BRI, J£42 /045 %E ndb—connectstring=192. 168. 0. 5, 8
ﬁ)ﬁﬁ'ﬁﬁ%]ﬁgﬁﬁﬁ R ip HiEEEE hostname. F54h, WA EERELE T 80 MySQLd FIBHEAH
FHRE ndbeluster 4, WL [mysqld] ZHOEAL G I ndbeluster TS bR T IXM
Wz Ak, SoAh ) B S 80T LUnT LA BRI

2) NDB A7fifs 15 ri L & -
NDB A7fifi 17 f (P BCE A SE R HR ) T, AU [mysql_cluster]H [ ndb-
connectstring = 192.168. 0.5 &%, HAWFTAMHE AT AT E T .

4y PG

76 MySQL Cluster MAEEHEERTE UG » B 15 8 SN T8 L (M AT — S 5E AR (1) )y
REML H IR, DA LA 215 22 ] DLE H iR 55

1) ESek ndb 5182 A 4 IR R TAE

I AT =% P A B I — A SQL 1 A, MRS A IEAR Y dd1, dml £ 1F,
AR5 PRI R P iz b Cluster BREEHR 53 A SQL 15 s 56 I E 1 B £ 2 A5 A0 LAt 1 5[]
FERTIL T o FIHENNR create table J5 4 A — 4804 K7~ 61 :

FE R4 L

mysql>use test;

mysql>create table t1 ( a int) engine=ndb;

Query ok, 0 rows affected (0.00 sec)

mysql>insert into tl values(100) ;

Query ok, 1 rows affected (0.00 sec)

SRJGAENT /L5 BTl
mysql>use test;
mysql>select * from tl;

1 row in set (0.00 sec)

AL, AET R 4 BT RS, CAAET R 5 BT, B ndb 518 AR IR
Ko JLARKIMARE IR, RS L AT

W RAE DA A IUAE R AN Y mZ 1) F AN — LS, A4 T LA € IR, Cluster
B EAT W, AER Y A RTIE S “ndb mgm —e SHOW” iy 225 %17 pRRAS 21 1E



W, RHCAIERR TR N R IR AANE R AW my. enf FUESCIF, REC&
BCELF T L ndbeluster 77 0H 8 MySQLd, 2547 IEFAACE [mysql clusterIXMZHAL )
BAEAN ndb-connectstring 24, RER AR B A B config SCfF, HHEHAIE
BFTC B 5 P AT 19 UL, JC AN IE R SQL 9 s &

2) AT AR FATE I B R ]

a. FEH NDB 7 £ Crash

BT 2540 Crash, PrRAFAT B AR 402 IR kill 45 ndb R, SRJ5 90 il
HEPIAS SQL 9 L Vi t1 &, EELGALUERE VI, B+,

FE R4 L

mysql> use test;

mysql> select * from tl;

1 row in set (0.00 sec)
mysql> insert into tl values(200) ;
Query ok, 1 rows affected (0.00 sec)

AT 5 b
mysql>use test;
mysql>select * from tl;

2 row in set (0.00 sec)
mysql> delete from tl where id = 100;
Query ok, 1 rows affected (0.00 sec)

P[RR A 4 b
mysql> select * from tl;

1 row in set (0.00 sec)

ATLLER], AMY 1 PR DOEH T i), Bt B £, HABR AT LLIE # {6
N, MIEEESE. 770, 64—/ NDB 44 15 Crash 2 J5, EAMySQL Cluster FREE{J34R AT LLIE



LIRS . 248K, TS AN NDB 1 S Crash 2 5, MySQL Cluster FREEmE VL IF it
M%7, REwa Ll A4t —T.

b 48 SQL 15 £ Crash

[AIAE AN NDB 49 £{ Crash —#f, kill f5—4> SQL 7 5i CLERIHY 58 4) 9 mysqld
HERE, SRJE I IS A5 AT U IR

FE A5 L

mysql> use test;

mysql> select * from tl;

1 row in set (0.00 sec)

mysql> insert into tl values(300) ;
Query ok, 1 rows affected (0.00 sec)
mysql> select * from tl;

2 row in set (0.00 sec)

ATPAER], M55 4 Crash ZJ5, 985 REEIRILIE R RS . 28R, WidE
N ERSE b, N R T 8 45 /0 S 24— AN SQL A 5 H IR ) R R s e % 14T D)4 31030 R )
TEH 1) SQL 5 oK U )

o BT R

— BB UL, R AR A S I, S AR T, AR DR SR
AT HATFEF (ndb_mgmd £ ndb_mgm) {7J8{E 2 S HLAs FIRIRI AT, By bA—Bek AT 2K
% 7% S U

16.3 MySQL Cluster BELEIFHMNE (config. ini)

1F MySQL Cluster IAEE A E SO config. ini HUM, &2 5@ A A (L)
FRVAFI Y P B T A, 2R R (R TS 3 5 PR S 2 AL, 508 20 2[RI T A 15 i AH R 1)
Wl 'E T ZH, £ [NDB_MGM DEFAULT]. [NDBD DEFAULT]FH[MySQLD DEFAULT]IX =-MAc B 20 B 1
i HAF—NECE 2 Ik 10 3 070 W& AT — AN 15 RO TC 5 A 250 1 T T 4
[NDB_MGMJ. [NDBDJAN[MySQLD], H1J1X=2RMHc &4 le & KR S e e



T DA — AL E AT RE S I Z IR CRE— N R0 o NIRRT RO A5 Fhic B 1k
i :
Ly T S A OCHL
TEHEA MySQL Cluster FREEH, A5 HT fUAH CI¥ L E 24 INDBD MGM DEFAULT] A
[NDB_MGMDJAH 2% F P 24 -
1) [NDB_MGMD DEFAULT] &/ B ot (1)t FH T 2 1o -
PortNumber: P& & ¥ Y SRS EFEF (ndb mgmd) WiWr%E ) i (ndb mgm) 3%
BB SRR ILMFE A, ISCR Baf LAET k2], BRI 2 1186 i . — Bk il — AT
B, MRS TAER— & AL TR S 2 AN BT S0, 8 T Bk AN B
AR SN[ S Wy 11 5

LogDestination: WO B #EY 5 LIHAY cluster H b 75,

a) AL ASCAE: LogDestination=FILE: filename=my-
cluster. log, maxsize=500000, maxfiles=4;

b) ] U bRAER R ATEN oK AT LogDestination=CONSOLE;

c) BA[LLiE N syslog HIMAI: LogDestination=SYSLOG:facility=syslog;

d) Ha2 M A
LogDestination=CONSOLE;SYSLOG:facility=syslog;FILE:filename=/var/log/cluster-
log

Datadir: ¥ & H T4 B SAE O H AL & . Wi process R (. pid), cluster
log XA (34 LogDestination 45 FILE AbH 7 s AEAEHE)

ArbitrationRank: P8 #7 fAE Ab FE R G S 0F B I 5 (R I 1 2 . 50, 1, 2
ZAME TR LUIERE

a) O AREERA MUV HALY i, A5k

b) 1 ARERAT fi e, “— Ul giR”

o) 2MREAN AL YK, (HRRERE 1K, (H2 0 &

ArbitrationRank ZEAMANE BEY 254, MySQL 15 dith Ay, i H—fekve, Brfy
(R BE AT— EERiZ R B 1, BT SQL Y 55 AR B E K 2.

2) [NDB_MGMD] & RpANEH T sl — 4, PrAeilEmi ~ CRImmS B e s
75 [NDB_MGMD]Z 444l -

Id: A AR E—ME— ID 5, ZERAEEA Cluster FREEPME—;

Hostname: MC'E %19 sl ) IP Hudikbal E4144, WiE N4, WZ LA 020 %
FERCE SCAFFTERIT B ete/hosts SCAFHRAEAE, T HA @ 1 1P & HERAIT .

_[27H1 [NDB_MGMD DEFAULT] HLTHIfF) BT 45 2 50000, #Rw] DL & 4E R 1H ) [NDB_MGMD] 2§
ZH HUHT, {H 2 Td A Hostname PHANZ U BV & 4E [NDB_MGMD] HL 1T, 171 A~ R 15 & £ [NDB_MGMD
DEFAULT] HUIE, R4 IX NS B S B — AN m 0 AN R ) P 25

2. NDB 7 s AH e HL
NDB 7 st FHA B s —HF, BEA 2549 s 2L (W C & 47 S 41 [NDBD DEFAULT], thA%F—
AN AR B INDBD I B 2H (s2fr b SQL 5 St 2 it .



1) [NDBD DEFAULTJ H ffJ it 37 -

NoOfReplicas: & XAE Cluster FREEHAH R EE 1040, AR — fURUEw e /—0
HAEAF I NoOfReplicas iy WIEARA AW ILR, MARDWEN 2 (RGOS EL
HWER 2 8% 7D, K HAEBCE N 4. 151, NoOfReplicas {H73 K/, Sbr EARELE node
group K/DMEE o NoOfReplicas ZHBA RGENE, Prlabiiise, mH R EE
[NDBD DEFAULT]H, Bk I BB AR 3 Cluster ZEBEH—AN node group T J7 4 () NDBD 15 i
HRTFEE—FF 734k NoOfReplicas HIZH X HEAS Cluster M8EHT NDB 15 s ZCEAT BN 5% 1,
[K 24 NDB 5 55 S0 U5 & NoOfReplicas * 2 * node_group_num;

DataDir: @AM pid XM, trace A4, H&ESCHLLLA R H & FEAIN
15, TRGE ML, FrLL e

DataMemory: i€ JH T A7 AR A T BER 51 N A BRI R/ o XA K/NBR T EAF
JERIEHE B R/ BRA ndb £746 5 13605 a8 T A A7 8508l 2 5 13, 7 S8 I A7 i 25cdls (o dm&kal)
# Load BINAFH o XNSHOFARL —ETEBER, HEBMEAEE /N (80 , Hit
B AT B, R BB BUR N . S8R F7 280 Bz, i 512M, 26 4. 55
4, DataMemory HLHIME 23478 UNDO AHIRIAE B, FTEL, 55 RN RIgiss IF ks g T
DataMemory HJf# H &, FBULEAFH/NF5

IndexMemory: W& M TAAMEL] (AR HARMKINAEBR/N. il DataMemory
FAL, XS EAE NN FERER 2 BRHENZ Y SR B 1N, ARG ANEbEE
IR EM K MR . S8 E B DataMemory —FEFFEE A7, IndexMemory ERIA KN K
18M;

Sehr_E, —> NDB 5 S Ge A2 B B 5252 3] DataMemory Fll IndexMemory PR
SR E LR, WEEA— AR R 5, AJCyE R e g s = . agke:
BNEIE RGeS “table is full” &

FileSystemPath: 5% redo Hik, undo Hik, i UL A meta B 25 A7 i
i, BRIALE N DataDir Mi'E, JF HAE ndbd MIGHALIRE R, S50 e IR SO 2
FELEe (RS — KRB 5, ndbd FEFESS 78 Fr e SO g —A 3k g
ndb_id_fs, XH id KRl ID A, W5 el id 24 3 WIS FK 4 ndb_3_fs. 4K,
EANZEABA— g A B AE INDBD DEFAULT] 4021 BL 11 L e 15 sl R 162 B 0 — o Ot
BOXFEBE D , ] ULk & 7k [NDBD] Z 420 T A8 — /15 s Sl & H ) FileSystemPath
1H;

BackupDataDir: W& 80 Hki4%, ERIAM FileSystemPath/BACKUP,

BR RIS B2 AR H B, 20 5 AT S 55 SO A — 283047 R
KIS HBLE

MaxNoOfConcurrentTransactions: W& £E— A0 m BB RKIEATEHSEH, BR
NH 4096, —MEtE DL FORULELE T XNSEEITE LIk &, Frel—mss
SV E F INDBD DEFAULT] %04l Fifi



MaxNoOfConcurrentOperations: ¥ & A I REMSHR 8 (BB MR E.

— PR U AT AR A TE AN SR oM [] B ] P AT e B (BBl e ) (e S 3, B DL NDB
W, BRI, B, FESERER AT IS NDB A, A 52 RS AL [A] R (A )
100000 451035, MBAMSBENV iZg 3 E . 100000 / 4 = 25000, BAh, X HHC S H0E
HA LR AR B d S, e fe e B AR e 5 . 0 BIME—R 5 I,
MR 2R 5 | 2 A AT LT, A U, AR IS — AN ME— R G RAE i JE AR
WE s, A B RWAEECS. R E80e A= A8, st
ME—ZR R A R —4dsk, whas AT AR Id sk B O — R 5 I ANl s 2

SRR, PR AR RIS, ARG R R LI EE, X A AR,
4450 5%« MaxNoOfConcurrentOperations S4B K 32768, 4IAVHIE ARS8
AT, R NI SEAE K, asRE “Out of operation records in
transaction coordinator” IXFEAIESR(E R

MaxNoOfLocalOperations: IS EUERIA & MaxNoOfConcurrentOperations * 1.1
RN, R, AT — T DL B I I 1 10% 1 E il sk B . (B2 —ck
Ui, MySQL £ SR B b S A BT HERNE, JF B S 50k B A5 H R R — 2,

LU =ANBHCEEGRAE NS5 AT 4% query IR I I 214768 (5E
1) BIIEOL R PHAE IR0, Pl A7 {5 RS AE S 5545 (commi t B rollback) [N
TORETRCTE U 5

MaxNoOfConcurrentIndexOperations: X PZH I MaxNoOfConcurrentOperations
SRR, HR gt JE Index ) record 1 . JLERIAME K 8192, MHHH—MKIK &
gokuiHc e Ly T, HAEHSIF AT R R RE EAA R E NS E .
AR, WS HOHOR,  RGUEAT IR A T FE I AR A UK

MaxNoOfFiredTriggers: fil &kMi—%5| (hash index) #efEMIHRIMERIES, XA
BAFHOE R S R AR5 H A MAZERRAE R E . RGEEOMEDY 4000, — MR GOR
T o 8%, WURARGIFRFSARN L i By BRI MR 2, BRBMTE
RIS HENBE T ;

TransactionBufferMemory: iX /> buffer {HfF 1 & L2 &8 H T IREFR 5[ #eE
R FEERERAEAER TR LB R 5] key {HH column SEPREH . XS4
B —ROR B AR D T 2L, A SRR R TR EL X E8 2 buf fer AR /N, HARERIA
fEHGE IM, (2 T — RN O 288 T s

N HEEAN AR S EOEAE RGBT i table scanB{# range scan [
I —2E buffer PUARSCBEE, BB MG 27T A48 A7 SOA B L 88 IO TEREE K o

MaxNoOfConcurrentScans: iIX NS4 1 B HI7E Cluster 35 & ) table scan
Fl range scan [P I BC BB — N0 UG FFME .. — ekl f—A scan #5210
ST IAT IR BT A B partition K5EA, F— partition FIFAHIHARSLE 1% partition



PR 5 A — scan record. FTLL, EXANZHUEG K/PNWViZE “scan record’
BH * W H. SEEAKNA 256, HKHAE®RE A 500;

MaxNoOfLocalScans: Fl_E[H XA S HARNT N, AT B B S AE AT 2 )
Jf% table scan Fl range scan F0&E . R AE RS A K35 & H—RBEES A FH 34710
i, FEFEESHRRE. BRIk MaxNoOfConcurrentScans * node 1 H ;

BatchSizePerLocalScan: %% T 115.4E Localscan (FER) R RC
KL SORY LU IHERIA Y 64;

LongMessageBuffer: iX/NSHE & AL B K) buf fer A/, I 5 HVH
BRI 32 B8 P AR 3 DU AT s 5T 2 RS B . XS AR D 7 B A,
ERINKZNA IMB K 7)Ns

THAH—TE log HRMSERCE U, 4 log level. IXH K log level f7
ZFh, N0 F 15, W23t 16 B WRBE R 0, WRRAWFAFAT log. WIRBEE K
i level, Wit 15, WIRRITA ME B ol brii okl sk log. T XM IARE
BLSERR AR AR B B AU cluster log 1, FTLL, —MkUE, BR TIESIEMEN log
PHNTEEBE N 1 246, HAPTAT log level #UHTFEWE R 0 ST LL T .

NoOfFragmentLogFiles: iXAZELlr_EA Oracle ff) redo log ) group —#EH7 .
HSZHE ndb B redo log group 5 H , iX¥% redo log M FAE/ ndb 5B BT AT 75 B4R
SEEAE S, DA RN checkpoint {5 E &5, BRIMEA 8;

MaxNoOfSavedMessages: IXNSHkE T 0] LMEB M trace XM (£ & crash
FIBHESED BN, SO BRI S ECERIAME Y 25,

LogLevelStartup: € A3 ndb T i I FF ZAc sk IAE S0 AR 20 prid
K SRR EA—FE) . BRAGGIN 1

LogLevelShutdown: ¥&5E J<H] ndb 7 s B ic 3¢ H GG S0, BRIk 0;

LogLlevelStatistic: XNMSHUEE W TE A HER, MG EFHREE, EA
ik, buffer AN, FEEBEFERIMEE. BAHELHN 0;

LogLevelCheckpoint: checkpoint H&1dxZ 0 (445 local Fl global f)) , Bk
AA 0;

LogLevelNodeRestart: ndb 7 & 8 IR H &L, ERIAHN 0;
LogLevelConnection: &5 mi Z [ABEHANOC H &l sk Mg, BRIk 0;

LoglevelError: {E#£4 Cluster W R B Z &5 B i H &L xg000, BRIA 05



LoglevelInfo: iH{E E M HEICxH], EIAK 0.

IXHLEEA LA FIRAE N Tog LN 5 22T 21 Buf fer MRS KL, IXEESHOH
TYEREAA — M. 9%, WUERTY AU TR AR s, WA K,

UndoIndexBuffer: undo index buffer =EZEH TA76if L8 hash REIFELAH 2 5
PR undo f5 VG IX o BRIMEA 20 K/, S Vel DLBCE R IM, 6K 22 5008 FH >k,
2M BRI 1R 248K, 7 AR A B S B, S R O S HUE N PR R 2
H—EWI. MRS ERDN, S 677 451%: Index UNDO buffers overloaded;

UndoDataBuffer: F1undo index buffer 2!, undo data buffer T ZE LR
R AR SR IR BT RS 1) undo {5 B ZEM X . BRIAK/INA 16M, B/ EEE R M. 2HiX A2
BUE ANz, RGN K4 i%: Data UNDO buffers overloaded, fi%'5 K 891

RedoBuffer: Redo buffer & redo log {5 HIZZ X, BRINK /DA 8M, /D A 1M,
WIS buffer K/, <4k 1221 £%i%: REDO log buffers overloaded.

UEAk, NDB Y gAY — L2 metadata LK P IBEEHRIANSCII 2L, (EKER > 250
AR AT EAT TR, PTG — 2D e 4o U AT DA B TR T, T LAARYE MySQL
BTRIARSE TN, T B RO VR A4

3+ SQL 7 sUAH G L B 1 B
1) FIILABTT i —FE, e 283G T A1 51 [(MySQLD DEFAULT] 2244
ArbitrationRank: XNSEAENHEHT SIS ENHMEE SN HE T, HTkeE
ARG CEEEAEZANNYT AE AT S 1 e A%t B2 058 e 188 5 e ) 1. — KR
BT 16 SQL 1 sS#R A 1% 1 Ky 25

ArbitrationDelay: BRIAJY 0, HEHAETHIABIE ZHIHE 24k delay A, W4
b BN B

BatchByteSize: fEMARITAREH R 5 IVEHEFIREIIHE, AKX fatch FIEHE &,
BRI 32KB;

BatchSize: 28l BatchByteSize %, R AT BatchSize fr @ &8 —IX fetch
] record ¥, MALPHE LT, IAK 64, FKHh 992 CEIIIEAFIE X AME L IETAT
BRI B SE 1) o £F SEBRIZ AT query H i B, feteh )& 52 31 BatchByteSize Fll BatchSize
PANZ B SRR HIZT, 3 B/ ME

MaxScanBatchSize: 7E Cluster M35, HHTIHATAAFEAEN T, Fra 1 AR
BatchSize SFIHI K. BRINE N 256KB, f AfH N 16MB.

2) BT AT MySQLDI Z AL, AT id A hostname ZHi BHLE, fEZ T
BRWABANA T, KHMAHRE,



16. 4 MySQL Cluster EAEIB 54t

MySQL Cluster [ H A ¥ MySQL Server & HEX FRe Kk, A bR 3#p4 4 1 T4E
H A B i BT TE R, AN A D B BN A A A Y RS
1. &9 B 85 56
ZH Cluster IABTRENEIEH TAE, RAF 25—/~ NDB 1 i f1—A SQL A i, S5 A T
SERCE R, WARDEES)—NME R . SN AR S AT Bk, S R
SRJE A= NDB 719 i, i A At SQL 9 R
1) T JE 20415
av  JEBNE B
[root@localhost MySQL-cluster]# ndb mgmd —f /var/lib/MySQL-
cluster/config. ini
X HEPATH ndb_mgmd A4 SEPr Fghse MySQL Cluster B FHRSS4%, wILL@ £
config file nameI{#-——config=config filename}F5EMySQL Cluster ZEMEMI S
WERAR THF S 2 6T ndb_mgmd (NZHE E, W LU IZ47 ndb_mgmd —help KR40
(OF PSS

by RS TAAHEHE ) ndb 5 5

AR R, RS 6 ndb 5 RN EIHHRAT ndbd FEF, WIS
PR, WIFEARIN—1initial 24, DMEREAT ndb 5 (IR TAE. B, fELUSHIA
AR, RARRINZSE), W) ndbd B8P 25T BRAE AT S T A TR i s
SCAHEREH G JA B

root@ndbl:/root>ndbd —initial

e JHBh SQL 1 A

SQL 5 S K H B A MySQL Server 1A BNBA R Z W B2, AN AT
PEIUE T 224E MySQL Server [MIRCE SCAF my. enf W B LF [MySQL_cluster ]t & 41 ) ndb—
connectstring ZHUM (MySQLA] Bt B 4H 1) ndbcluster 23,

root@mysqgll:/root>MySQLd safe ——user=MySQL &

2) WRURSR A

TS R IE B sE G, BIRIE T AL, o LUE IS ndb mgm KA A & 15 RUIRES::
[root@localhost MySQL-cluster]# ndb mgm —e SHOW

Connected to Management Server at: localhost:1186

Cluster Configuration

[ndbd (NDB) ] 2 node (s)
id=2 @192.168.0.3 (Version: 5.0.51, Nodegroup: 0, Master)
id=3 @192.168.0.4 (Version: 5.0.51, Nodegroup: 0)

[ndb mgmd (MGM) ] 1 node (s)
id=1 @192.168.0.5 (Version: 5.0.51)


mailto:root@ndb1:/root%3endbd
mailto:root@mysql1:/root%3emysqld_safe

[MySQLd(API)] 2 node (s)

id=4 @192.168.0.1 (Version: 5.0.51)

id=b @10. 0.65.203 (Version: 5.0.51)

KRR HEEANETEAT 5 AN LA, Hh s ifE B s

a) 2> NDBD Y i

[ndbd (NDB) ] 2 node (s)

id=2 @192.168.0.3 (Version: 5.0.51, Nodegroup: 0, Master)
id=3 @192.168.0.4 (Version: 5.0.51, Nodegroup: 0)

b) PHAN SQL 15

[MySQLd (API)] 2 node(s)

id=4  @192.168.0.1 (Version: 5.0.51)
id=5  @10.0.65.203 (Version: 5.0.51)

c) 1 /MY A
[ndb mgmd (MGM)] 1 node (s)
id=1 @192.168.0.5 (Version: 5.0.51)

3) R IC AR

75 MySQL Cluster FA3iHr, NDB 17 fURVE BT RUK DG PAAR i) DAAE 8BRS A5 3R e o
FERG AHIE SQL Y A ML ITEL, AESR AN MySQL Cluster FABEERE SC 1A SQL
RIS, SRR SQL Y RN FORICH SQL Y R . SHITTVEMI MySQL Server
(R, BEAS Rk o T NDB 7 sURI A BET A USR] DA B Ll oo A PR 1 R 5 e

ndb mgm> shutdown

Connected to Management Server at: localhost:1186

Node 3: Cluster shutdown initiated

Node 2: Cluster shutdown initiated

Node 2: Node shutdown completed

Node 3: Node shutdown completed

2 NDB Cluster node(s) have shutdown.

Disconnecting to allow management server to shutdown.

2. A B YR

WIS AT I 4 ndb_mgm WEARAGATAT S 4L, S2br FJEEA MySQL Cluster M 24T
PP o A A AT B B ) MEOCE i TAE,

[root@localhost MySQL-cluster]# ndb mgm

—— NDB Cluster —— Management Client ——

s

ndb_mgm>

SRG [RIRERAT show fir 2

ndb_mgm>show

Connected to Management Server at: localhost:1186

Cluster Configuration

[ndbd (NDB) ] 2 node (s)



id=2 (not connected, accepting

id=3 @192.168.0.4 (Version:

[ndb mgmd (MGM)] 1 node (s)

id=1 @192.168.0.5 (Version: 5.0.51)
[MySQLd (APT)] 2 node(s)

id=4  @192.168.0.1 (Version: 5.0.51)
id=5  @10.0.65.203 (Version: 5.0.51)

AT AR 2045 0 _ B 84— FE

AR Z A Yy P2

ndb mgm> help

connect from 192.168.0. 3)
5.0.51, Nodegroup: 0, Master)

7T BUTE ndb IR FHUT help fr o iR

NDB Cluster —— Management Client

—— Help

HELP
HELP COMMAND

SHOW)

SHOW

Print help text
Print detailed help for COMMAND (e. g.

Print information about cluster

START BACKUP [NOWAIT | WAIT STARTED | WAIT COMPLETED]

ABORT BACKUP <backup id>

SHUTDOWN

CLUSTERLOG ON [<severity>] ...
CLUSTERLOG OFF [<severity>] ...
CLUSTERLOG TOGGLE [<severity>] ...
CLUSTERLOG INFO

<id> START

<id> RESTART [-n] [-i]

<id> STOP

ENTER SINGLE USER MODE <id>

EXIT SINGLE USER MODE

<id> STATUS

<id> CLUSTERLOG {<category>=<level>}+
PURGE STALE SESSIONS

server

CONNECT [<connectstring>]

(reconnect if already connected)

QUIT

Start backup (default WAIT COMPLETED)

Abort backup

Shutdown all processes in cluster
Enable Cluster logging

Disable Cluster logging

Toggle severity filter on/off
Print cluster log information
Start data node (started with —n)

Restart data or management server

Stop data or management server node
Enter single user mode

Exit single user mode

Print status

Set log level for cluster log

Reset reserved nodeid’s in the mgmt

Connect to management server

Quit management client



ALERT | CRITICAL | ERROR | WARNING | INFO | DEBUG
{category> = STARTUP | SHUTDOWN | STATISTICS | CHECKPOINT | NODERESTART |
CONNECTION | INFO | ERROR | CONGESTION | DEBUG | BACKUP
{level> =0-15
Gd> = ALL | Any database node id

{severity>

For detailed help on COMMAND, use HELP COMMAND.
] DL AT help o I HR i 4 44 PR T SR B A 2 ()38 Ui B 35 B 45 5
ndb mgm> help start

NDB Cluster —— Management Client —— Help for START command

START Start data node (started with —n)

<id> START Start the data node identified by <id>
Only starts data nodes that have not
yet joined the cluster. These are nodes
launched or restarted with the —n(-—nostart)

option.

It does not launch the ndbd process on a remote
machine.

ndb mgm> help shutdown

NDB Cluster —— Management Client —— Help for SHUTDOWN command

SHUTDOWN Shutdown the cluster

SHUTDOWN Shutdown the data nodes and management nodes.
MySQL Servers and NDBAPI nodes are currently not

shut down by issuing this command
ndb_mgm> help PURGE STALE SESSIONS

NDB Cluster —— Management Client —— Help for PURGE STALE SESSIONS command

PURGE STALE SESSIONS Reset reserved nodeid’ s in the mgmt server

PURGE STALE SESSIONS
Running this statement forces all reserved
node IDs to be checked; any that are not
being used by nodes acutally connected to

the cluster are then freed.



This command is not normally needed, but may be
required in some situations where failed nodes
cannot rejoin the cluster due to failing to

allocate a node 1id.

T3 F ) JUAN 35 Bl 2 B3R B R4 A 2, FRAT T ] DA ek 7048 #4500 AT
restart, stop, shutdown SEFEA A2 K F o HAN T 0, MR &, e n] PR —X
PER P T 1 i

HEAh, 3BT DLIE I AT A5 A A DG 1) i A 7R BT RO EAS Cluster MMEREAT & 43, BAK
I H AR G i 2 S H S AR SG B

16.5 BRI B

MySQL Cluster BARIE— Ao An s EHE A AR SE (EIEAERHR 3t 5 L AE R i A
JHEEEREIE I MySQL Server —Ff o A M MySQL Server EALALIT I 9 DX J3 = ZE4 B
FEAS T R IR AR P P B AR Y 238 A B AT SR R AL o

H1 MySQL Cluster s&—AMrATsCHIREE, M BTV ) #0 S 2 i ad — 45 o
(DA A SQL R4 NDB 5 ) A BESE It AT i Ta] (¥ G 5 245

H5E, BTN S AR R B @ TR, Bt DAY R 18] 1) P 30 EL I R 24 7y o —
PLORUE RS o O T I8 AR [ 9 28 BA BRI PE BERT =K, MySQL Cluster SCHF T Z LM
LS TR SCR 2o dso i R BRI TCP/ TP SKFEAT FLBE. BLAMETR LA SCI
Socket A RUATHEL, A3 Myrinet, Infiniband, VIA $Z14E4%E,

Fok, SQL 1 mM NDB 15 i B BERC UV AZ 5, AN 2 RS — 2879 i
DU, 53 Ah—2RAT (AR AL TARH S I APIRES o W ARAETATE R ISP HH X
FERINE L, B2 FRA A% BB VA P s B A CLE T A, A7 — 805 s %
AN LA FIRTCIRES T .

Boa, Bid SQL 1T AT AT NDB Y N AR AR By AL T o T SQL Y A ACE
FIEIE ) MySQL XA AE AR K BB S HBc E J  FIE 38 MySQL FEASAH[R] . NDB

Cluster £7fifi5 | BE M) 3= LT B 24008 A T A C B/ 41 P B EEASHIEA T T PEBEARSC IR, X
HHAFRET

16. 6 /NG

MySQL Cluster E]‘]*ZAL“\Y:E? NDB Cluster ﬁ'ﬁ%%l%r 4&$¢Xﬁi&ﬁiﬁﬁf7ﬂ<$tﬂﬁy



SRR TSRO0 R R T He 7R (3 e 1), RN thAEAROC R 3 i 1 Kl

HARH AT MySQL Cluster MM FHEAWIEIER) MySQL Server NHIA] ¥z, {HiEHK

JEREAAT] L
REBH AU AN BT SRS, R S OB 2 IO AE ] . IXHF Share Nothing ] Cluster

SE E L) MySQL Cluster

ZRRE AR T BE23 O AR A H S Lk BATTE A S A5 kB Bl

g

17 B AR BB AR

Hir

hafl

HARERG MY RGO, BRG] VRS BIORIE, Sl R g0
XA R GER U, Rl B R GUH n] IR U S K 12 &R

gt HA LA BUCTA SR IIRSS , I ARGl BETCIRREE AR, I AVEIRAE 38> RETH L
Wiy AN RS D RETCTR AR EE IR S5 o BT LA, A B ) 3080 26 2R 6 e v] FH

ANFE H AT AR i 785
] ] e RS At
VIS T A S . AT N BB B X an ke gt — AN nT I MySQL $dis 12 R 480k
BB PR TT S L ST 2 T PR o
17.1 # Replication FRI3EISA] AL
e s B K N 2S£, AT s (EIRSS), HERF S, MiAAEER KN %
crash ZJ&, TEFERF] AR MER & k% (il

R PO —HXER& (SRS
BEAR PR A TR RS IR 55 -
TR R YL, AR B AR WA s . o MySQL ok, TRABERZE

B H IR I

=y

\‘zizﬂz
550 KT H T fe . BT LAOR TR B LU iR 25 25 0l N R &8, AR /b4 DU
% Ae



B T SCHLZIRERIIL A, RNIL Replication ThEEAESEERRA FH ) 2 i FI R 5280 3=
e HC B LI RE -

FAR, AERF P MySQL A8 K2 o7 /eIl L MySQL Replication SKSZHLPY
B (HELZE) MySQL Server Z[a] {4 7E L HITIRENL . W] HEATLS2 N T 19 R4y et
WAL VEREEOR SRS 70 B o JREE S R0 ERHLI B, PRIEZ ML crash Z )R
FEAR K AR IS 18] A At T UK I D)8 21028 AL TR 4R L1817

i MySQL Replication SKSEHUECE % (K RS br LAERTTEZE 13 BN A+HCA
WO VEAIIAN2H T, AT 25 Replication HUM M SEILFEE & SEHUT L. fE2 0T, &
TG MR A4 Replication. 7EIXHL, Bl 12 411K i AR GE vl F 5 T G ey
AA Replication )22 Pl B SR R m] S A 1 ) e

17.1.1 %3 Master - Slave fi#kFA K E48it

FEZ AT P RAR B, W) Master — Slave HUHAE H AR 2 R40 P s i
SR TP 2R 7 3o IR BT AN UAEAR KRR LR o i R GTH YT R L, A7 R PR RER
Tt [RINAERGT R Sty i R A 7 i PRI

FEFIEI) A Master JFIEM—ANEFEZA Slave WA, HEAIWE &
Slave HBLEBEAREREMLIRS )5, BATEA 2D —F MySAL st (Master) W LA
M55, AETPAMEBHEPEAN SIS AT 2. Witk Slave @&, AR T
(f) Slave WANSSREENS ANSZALMTTHLAI IR SR AR S -

AR, XA mAEROE IS T R R, I BATI MySQL Kot 7R A A
(IR 55 e ) B2 /D B ORAIE LBl — & MySQL Server X2 JidREME SCH¥ RGN 3k, I
UM R . A, MRS EERYL, REACBERE T B i R R )2 N AL
FEARMIEOR . FrUAIEHORYE, RGP RN A DG MySQL Server NiZst{/isAREMs L 1E
RIS



8

Seen
e

W BB, 4IRATE Slave SR —6 Slave C HILMFE crash 2 )5, #BANR
SV EM Master &2 Slave C PRSI, % 4N T Read W sRILAREFH
Vi) Slave Co 4HFHABFTE I MySQL Server {EANTT BATA] 3 (K45 il N sk g IE % TAF .
B R Read R4 M Slave A Fll Slave B KzkH,

\

17.1.2 Master .55 ] {5 R B

R ZE R AT LUR R B I f# sk Slave HHILMBE RO, 1T HAS TR ZEREAT AL AT R 3 5t e
RSP IRSS o (FE, STRATH Master HILRIEGWE? 4IRA1M Master HIL B 50T
BRI Write WERASTCIEALEE T o

KR BAT AT LA F AR T %, — AN ENE Slave TR G UMK Master XJ
SMRAEIR S5, RIS A BT ) Slave #BLLE I CHANGE MASTER iy 4 >k 1 i 7 (1)
Master HFATHE Gl 55— DTSSR —& Master, Hitit Dual Master MIfERITTZE.

BAVIKRE R R, K—6 Slave VI Master SREH M, WilA:



== == ==

e s
N \- J

M Master HILMFE crash ZJ5, JRUE ikl Master [WETA Write 1R TCIEH
GhitiT I 2T, P Master F| Slave MR HARMIWI T IXEHME, FRATIERE—
& Slave Y5 HLUMMUL Master. BB AH M2 Slave A, WHEATH LA Slave B A Slave C
¥ CHANGE MASTER TO #y4 S 4l Master, MBI Master tHifi/eJi Slave A JFUG4k
et AT TRIRE N L 5 BT A (R BN SR [ BRI Master. X§T Read 3K, FRAI1A
PLZRiXtHr Master [ Read K, tHnJLA4RSEfR .

KB SR — A B U VIHOD R e, SCBLLEE R 2% i HL, 7E Master HiHA
Wi crash KPBDMINZ], BATHIPTA Slave HIEHIBERIFA—E 5858, A rReH D&
2ZE 5. X, EREE—A Slave {EA Master & — A HBSkA& M. it LUXAN 7
S IATENE AR v o

BATHREES M 5%, W&l Dual Master KR Master Wi, A
TRFET, XHEAEE Master $B4r K, WF:

= =m ==

SN,




AT G MySQL Server #4iHk Dual Master ¥, IEWAHHLT, P k)
Write 1ERHEIE Master A, SRJ5HIL Replication ¥ Master A &% Master Bo —
H Master A HILMB Y 5, P& Write 1R Master B MAEIEWEHN F, 24
Master B HHILE) @I, SEBR EANR B I & 2 P i (R K, #AN S 52 B S BT

AR

XH, AHEF A SRR, HIAT) Master A HUER ) BA ik, Y FH G fer i 2 B
Fk i R ] Master B We? LR AL, FRATT L5 Sl sk AH N (R 5 £ i F5 Bl
Cluster HHRAEW Heartbeat KW E — VIP, IEWEHL FiZ VIP #8[n Master A, T
—H Master A IS4 crash ZJ5, WHEBYJHIE 2] Master B, §im A 195 H A8 i
XA VIP Kvjin] Master. IX#F, BEAFEGE TR M TP U4k a8, O ORAE T 72EAT a0 21 5
LS WE|—E Master, G T 2 w5 N HIEHE AL AT g

A5 FE BRI e AE Master HIURREZ 5 R AR B U AT 30, AT e BRSO, T
Bl T i BN 6 MySQL HRS54%, AERCA I AT K .

17.1.3 Dual Master 5S4 & ik o7 H s T KT i

T H I 2R A, BRATA SR T Slave WIS R R T, R T
Master FFJEE /S a8, IAE AT Dual Master S5EERE LSS 484K, RER|—/NHE
PRIPIRRR T 5, iR ZR G AR ] SEVE ) 1r) it

XA T A RAEZ AT E T S E A T, KR EAI L EZ 0 Mk T
iy Y AE T T 25 FE A S8 3 A 8 D 5

w

Femg——--~
vl

Slave A

Slave B

2 7=




LR, EEHIE Slave MBLAHIIN L. EIXNGUHH, Slave HBLRH S
AP DU TN Master — Slave ZUMIAYAEH 54—, IUINFTEAEN I V5] Slave
SEREMIVT R B 45— Slave T RiRIATE LR, ARy RE B R, bt
LR R ZE T FS AT AR 53 RSB

FHERATHER XY Master A B crash Z JFHAE %, WK

Slave A

Slave B

/
e

Y Master A HIL#E crash 2 )G, Master A 5 Master B Z A& G W, g
B utia] Master A [ Write TESKRESAZIFE ] Master Bo XN R shAERISZEL, v LS
b= A Ay R T Ak VIP 5 S T 2 BITE I Slave EE
#EM Master B SRSHUE S, Prik Slave A SZEULM AR, &/ 0w i Read
W SRAA S Z BRI, S ] LUSE 4 A ST, AFEARRA T At
XHA AN REE Y Master A crash IBMEMIS Master B /4 Slave [ 10 ZiFitn
RIEHA T GE Master A () Z@EH H R R, whos HIUEPE 250 nl . 258 2 ff x4~
I L, BATAREIEIL 5 — 5 patch (google JFR)KBIHR MySQL i) —3HIHEE] Master B
T, A RESE A S AN T RAT A

W2 Master B B crash Z JE RSO0 CAAWg 2 4 K B s



N
/BB
=
@ "ff

LR I A Master B i Master A X2 /SRENE? B 56 il LARASE (1 2 3241
KT Write iR ZRULM LN, T HITAI Read itk #07E JE BE05 155 Vi ).
(B4 Slave FIEHIMAHN, Slave EHIAIHIRS AR OIS . XINERA 17
FAI RSB T Slave BE4T CHANGE MASTER TO #:1E, Mtk M Master A HEATE .
T Slave MR IFEA AT BERE AT W) AR, PFrCAnT IARYE Slave LIHIF Relay

Log H I IERSS 85 Master A H RN [RIEERAR S EA T X6 FEOR SR BIMER 10 B4R 10, A
T FRAEAT (R B K

17.1.4 Dual Master 5% BE 5|4 & sk DDL A5 i)

MIAMEH Dual Master NSl IIALABER I, X MySQL 11— Emr i th
S e DDL AR BERd, WA LA 3 — & I o a2 3RATH L4 5K tab BN—A
B, v LGl an N AE I B ke S B
1. 7& Slave Rl —&EB MHMF IR HEIRS, ARG ST AT, 58 RuG F e
R AL PR SS;

2. B DIERETEHT Slave [AH

3. HfF Master B MU5ZHl, [FINSOCHIMAT session idsgk —HEHIHEMDhgE, XTIk
ATAREE, SERUE FHE B

4, i VIP Ui, BN Master A [RIFR VIS Master B;

5. KM Master A 7T session idsx @ HEMIhRE, RGHHATAEE;

6. R VIP M Master B P)#eln] Master A, ZUt, FraZ2 g .

A RE AT Ll 2 R
1o BN Slave SRR LRV K AED— G MySQL AIIHRATIIRBEN SCHEFT A ML 555
2+ Slave FEBFPHIINECE D —& MySQL MHRAE R oL, R0 70 4 R 2 3 e ok



SEHL

3. Dual Master Z[HIFJ VIP PIHfefiift, HUMS AL, YA HOE RE 2 It
R BN R JEIE VI ) Master MU

4. {EAH Master B MJINHE, <xtHIUAI BN Slave EBEEIEIILERT, B AR
G THLR AL LTINS, 5 A5 BN R IFAT AR S . W AT b2,
R u e EAA Y Master B Z A A7 Slave VJ#t iy LA Master B fEN

Master,

AR, BIAEREIZHE, HFAFAE Master A 5 Master B [ VIP D), FAIVIARE
HY IR PN 1) BE A S G IE AT BN ERAE IO O o FTRAUE, XA S A e 72— FE S 1
I fif g MySQL FE£% DDL )l o 1My HESSRAFECRAC . ity LA EIE I A 2 (i D
T, BAMEEL R SRR S AR . 6T MySQL 764k DDL [, H At scit
B MER SRR %, HAEHItE MySQL RENSAE 5 EERRCA R PRAR BRI AN )8 T

17.2 FIA MySQL Cluster SEINE{kE A

fE F—2rh DAk MySQL Cluster FIAHICHEME, LA 2 i B 4477 i (1 N
2. XH, EERAE— TR MySQL Cluster [FHFEERSE = IR RS 24k T FH .

H1 T MySQL Cluster ABpitit— A 5e B A I R S8, T HSZ R 02 s
RAFTR Bl L [ 2D A . Bt AR] DABEAB R At C 28 Bt T SEBlm T SEvE R 261 17 2
MG AESE bR H i AL 285K, B AE RGBT S BB E T

T MySQL Cluster %M = PN Z IR ALEERER AL, 45 SQL 47 £ (mysqld)
FINDB 5 i CEAETT A, P AN JZ IR ER T B RE 0 R UE =1 i) SE P BB AR UIF 244 1) mT S
AT T2 A4 MySQL Cluster [R)7Eml 4k

17.2.1 SQL 75 i)y Al SEMEORAIE

MySQL Cluster H#) SQL 7 fiskbs Bt —/ N2 15 i mysgld k%%, FEAELSATA]
Bl o FrLh, SQL T s SRR 15 LA AT ArT K 30 1) S FH R 25 s — A, Al AR IMEAR s LBk
T MySQL Cluster [ MySQL Server ¥mBAnl,

IZEREP A SQL WAL crash 25, TR RA N RS, FrilfAaid
JRATAT (OB 2% 0 o IR A o 10 I P ARG B A TSR P R 5 ML crash Z IR H3)
Bz BN LR AT DA T o SR b, 3K — O T TR 5% gk U2 A1 6 2 23 i 1
Jove el I A AT IF AT D e A A B ST I A A2 K S B A e, T LA A S i
Fo MR, AT ASRIERI T SQL 1Y mURENE AR H AR A AT



App Clients

sgl 2 sl 3 sql 4

i kWl 2 SQL 1 crash 25, Sbr BB BIEE MR 2 LR 4
T, SEbs EARARE A RZ AR T ISR Pl 208l . i H., T SQL iy mr AR
PEAR . P CE et AR Rt o, RIMESE SR & L, AR LAAERE N TR) P9 58 1o

17.2.2 NDB 7 /5 115 A S AR E

MySQL Cluster MUHCHETLA A —MITHA I, B A BUB RAEAT A5 115, 9605
DT 2 A A BRSO A0 A 0 MySQL Cluster 7E(RAEITASUR IR
L B R ) — 0 5O (L AR PE R RO 2 F ZERE TICARIOATHE F, MySaL
Cluster 4 2K HHRIT AKX .

I BETRATAFAE 4 4 NDB 4524, BN 4 A partition 1EHL HARTCATA, o)

BARAEAE 2 4y, WMk NDB BCE A1 NoOfReplicas ZHUKE N 2, 4 N AU K 2
A~ NDB Group.

FITAT Bt (R ) A KA 1 P



App Clients

3

part 2

bac kup

primary

MOE 3

primary

bac kup

MOE 4

primary

"“\.\I

NDE Group 0 NDB Group 1

. S

FEIXFERIBC E A B 3ATT NDB Group 0 3X—41 5 —4> NDB 45 i (fEefuie NDB 1)
I, S s s (R part 1D KT, TR0 EBAREAAAE— D IUREE IL
PrLLI AN S0 R Gt AT (R, L2 58 AN EEN (A, MySQL 8l il LLZR 2L 1F 1)
RS .

EANFATA AT AR BB BE BRI DL, PR BT W R

App Clients

3 |

qu\E

3

N

7
E

2

bac kup

primary

bac kup

bac kup

primary

NDEB Group 0

NDEBE Group 1

oy




WAL EE R, an S SR i 1679 fUE T [ —A> NDB Group, HZEHIAHS
HBA L 5e AR F O BE, 384 MySQL Cluster A8RTTLAIE R 2 MtIRSS . (H&, i
INEAR AR e R R s, BIAd AR DR 4y, # 4R MySQL Cluster HELME, A
RESEAIE W IR AR 55 o LbAh, WRBERE R (49 s kb T A H ) NDB Group, HBAdEH
iz, AEBIRPEI—B o EdE, #ASM MySQL Cluster [FIEH RS .

FIREAT R A b, I BA TN i BLsbE, B4~ NDB # crash THWE? &1,
B SR T BEAAE XA (R T, AN AT FREA L, B s

App Clients

IFEIE

primary

-rt4

primary bac kup

NUS Group ©
\ NDE Group 0

MEBCBATTHEAS NDB 5 5 thy T RE R (O AR MBI crash Z )5, T MySQL Cluster
ORUE T R K0 1075 DI [ — & L L, PrCABIAERERENLE crash T2)5, MySQL
Cluster VPSRRENS IERALILNLSS, SR L EIPTRIKARE, BIEREA NDB 1 45 5i# crash T,
R G HAR AR AT OB NDB 2 1 4RIl

WAL crash P R A AR Y BT ULEE 2 BIn&AT crash
PIATT RAE T [ —A> NDB Group FHITE, A MySQL Cluster WBCHINET . UMM LA
MR AR T . HEHE crash BRI RIALER—4 NDB Group H1, MySQL Cluster
AR RN, R AR SR AR RS W R B P fE ol



App Clients

[ T [alf

primary

L P

bac kup

\ NDEBE Group 0

M TH B A0 28 (1 S FRATT AT LA , MySQL Cluster ffy S n] LUK BIAEH w520k, B
S [l I ZU A TBOR [ B (R 4> NDB. 1Y s #8 E BIUOK SRR (R S AR RN T, B IX R AE
i B, MHREAREET .

MR, T MySQL Cluster ZHIFRZERRA T 2L AT AU 45 Load B AAFH 4 HE
IEHIBAT, B i 52 2 A2 1) /N BRI, AR AR D o BLEE RSB AR AR B4 5
FEOU A T ZPAT R T Bl Load RIPAFH BRI, {EE i 158 B PN S B8 I AN AR
%, i H A JER R IR AE A, PrEMRZ A T MySQL Cluster H A 2 FFi#H
SR, KA T B

17.3 #If DRBD RIEFIEHN S LETE

17.3.1 DRBD /%

TR 2 23X I ACK UG, DRBD RS AT BEIEAN A AR, (H 2 2/ /DT Refy — L6 T fig.
B, fF MySQL MIE 7 XTI High Availability and Scalability iX—& H ¥
DRBD 1E% MySQL SE3 i il PR — AN 2007 Aok A A . BARIX — A2 BB L4
P A TR E] MySQL 19SCRS T, {ES DRBD A B AEIX 2 HITR At L2481k
IRZ N & S8 m ] SEVE R T 58, T BAEAS DI MySQL 87 F A A4 o s 3 sh - U 45
7o

{7 ok i,  DRBD LS gt it e 194 0% ok SR 8 46 O B B AR [F) 2 1K) — 0T Cluster



BAE, WHHAFR M4 RAIDL. B 79 A4 4. DRBD refers to block devices designed
as a building block to form high availability (HA) clusters. This is done by
mirroring a whole block device via an assigned network. It is shown as network
raid-1- DRBD. FTHI/Z DRBD MLY%

SERVICE SERVICE
il
- a
FILE SYSTEM FILE SYSTEM
i1 i1
BUFFER CACHE BUFFER CACHE
$t
—— p— & 1
f =5 PAwWDEVICE RAW DEVICE BD
TCR/IP TCR/1IP o
[ |
) iy
DISK SCHED i$ i DISK SCHED
1 -
]
DISK DRIVER NIC DRIVER NIC DRIVER DISK DRIVER
;i i

¢!

DISK NIC NIC DISK

| |
MEIFREATATLUE H, DRBD A T30 R Ge At /e iz ), st il 3k B2 S R SE
FITAT 10 4%, AR5 AT A RZ AR 1 TO BEHOREE S IR LA/ Jit. 24 DRBD i3k 2 S0 R 48
MEEAE IR, SAEBAT AR S EARI R, L TCP/TP B isCRE, Sl A E ALK
B A NICK 10 A& R fE EHLAY M2 BE% . 2amfe ALY DRBD Milr #2180 KK 10
HEZIA, SLHURZEHE S5 A 2)1% DRBD Froed R ese. ik, A 10 4 58

S:fs b DRBD 7 AL BEGERE L 5 NI g3 = Fh S HIREC (BEE oo nlLUEHE,
ANTA] R SRR ORUE T 8RR 5 N =Ml St o =R ()4 ) LAd ek DRBD ()8
BLE 1 protocal s AR IR, Lhs B2 T — 10 58RI SEbr &% X
KR B AT 1A H DRBD (), —> 10 S8uibsid (DRBD 3R[H] 10 58/ A AH
TR NIX AN IR R AR (9] 58 ik il e B IR TEGE N2 — T IX =M S B AR 1)
e

Protocol A: IXFMEAE W SEMEBARIIA LS, 11 Hg A B {3AMEH XA
BEACKIECE g, 5 A R B i@k TCP/ TP PhSURIRIE AA L AL TCP
send buffer 1, HIiR[EI5EA%.

Protocol B: IXFHUAHX}F Protocol A SKiji, mIAEMEEIHE &L, KAE NN
LRESER AT DA R, 23 OO Y DRBD 42252 1 2 J5 IR [9] 5 o

Protocol C:Protocol C SLHIBLE LIRS A M AP MR, HA 24IE 2/ DRBD #f
AR BN G, A IRE5E .

X B =R IR, C BT DUORAEAN T8 B DA AR 5, S HE 8 ORAIE P S i i —
Btk MR B A, AT REMIE R EHLRRWIH )5, K ERIMAERATEEEA
FERL AR S, HASH Sam R e L — 2 A — ot M3RNTER A SR i,



FBEAFAE IR R T o R BEEAH M 2% 48 SRR TCIR IEH A (G BN D, i
ZIRRKENIERE B EE, &R A —EO 5.

HI AN R AT ZOR K e 5 N RE R IR (0] 58 A RIS — 4, PTLAB HR e T
10 GAMIMERE. i =MBECHE, BT DRGSR FNIE, 10 BAPERES AT SRR K
Betbo FUA, SRk AR & B B IXAN SRR, w5 ELAF A VRAL &5 T s, )
REFF 21— eI AL S B SO PERE /T oK, SCREME ALK W] FEVE 1 2K

DRBD )22 25308 DA S AR S BC & U B, 76 MySQL 18y 5 SCRS T DA S FR P AN N A s 1
% (http://www. jianzhaoyang. com) "#SAHAHICHA, 1 HAE DRBD FE /7 WYl Lt
AR B oy AT ui B, ITDLX A A T PR EAN—F DRBD [ —LUgrik
RIRFIE AR R, MR K %

17.3.2 DRBD ‘55 Rl

DRBD Z BT LAREMS A2 72 PSR, FEZ M MySQL B U7 5 AN SCRYFMHE A B 7 HEE K
AT RZ —, BRI M E SR DL AR e M & . R TIA4—F DRBD T B A% (1)
LB SR
I AR FE RO E IR, wT LS N A TN H st L. Joie & nT SEP G0N S5 1
REMP AT, SRR B VEJT I, iR e A, R %, ik ey
B BRI, A T AR A, AT DAIE I PR %) O SO T DA
AR, A B E AR AT RO I R GG PR RIS, SRAT 2 5 B A A 2 1 T
FEAAT, WHEIR A Z B0 E S H T WARME R SFOZ T BLE . =24F DRBD £EER A &L
RIS EL b Et &g T RZHEIT KT, AT EHA 15— IS EH
WE A REIZAT;

2. XTI A Z B HBEEA—ZI S, DRBD nJ L@ — e RN, ST IR R .
1M HL AT L3 AH OGS 40 &AL DRBD 7 [ 5 I [A) s 2R AT 25t R 36 LG, Skediff o £k
P A3 I A B EIEIATER S . RIS T PUE PSS DRBD HATHE A —
SR e FHBRAT T e an o] [R) 28

3. B ATE BT WM R IR R0 crash, AT i IER T/E. BN
SR AT A B AR, Al sk BRI O H A S . 2 crash W AUIET
W2 5, ATLLE SR BN A AR B s . o T AN se e B 1 1 R 22,
AT LA LI R A I B, DA O 190 286 MDA e 2% AN 25 H I g e

4. RO RGN SLFF. DRBD BR T REME SCRES MR LR S R G2 4, Ie ] LA
SCRE GFS, OCFS2 ARG, 1 H, EATH A XU R G i, iEn)
PLSEEL A g R R B2 e 10 #4.

5. AT LYM [5CHF. DRBD BEw DA b LVM R OLRE A s, tn] LUK B oxt
ML B S LM B e%, IXARCK I 7 RIS 4E N B3R A7 it e o (1) B

6. BT 10 #AE, BEMSANTIIORIIE 10 WP 3X 20T ek i 4k o B — A
R G AR — T — SO SR A T 2 R B e R A e

7. ATLLCHFRZ AL ML, A DRBD 8.2.7 JF4f, DRBD JHAASCHF Ipv4, IPv6 DL
SuperSockets SHEAT E I AL -



8. W HF Three-Way &, M DRBD 8.3.0 FF44, DRBD AJ LASZ 3 = AN s 2 [a) (1 5
T A LTI

8%, DRBD EHHA K ik N R RE I R, A7 — 2 BRI, Rk DRBD H
AU AEAE [ — 22 L A o 1) PR A -

I XTI R4 (AR AU RS 15 DL R, DRBD HAESCFFE Primary
Ao fEH Primary #UF, A AN ARSI 2 nT DASHAMEHE 10 IR%5 1.
HA MR GFS 8 OCFS2 IXAF 1) 70 A SN SCAF RS W%, A e S ¥ Dual
Primary f5z0,

2. Sblit Brain fifdk. DRAJELCRRRRI A, &M & EHLZ A1) DRBD 4% iy
ZJERMITHRLL Primary fEAKIZAT 2 5 AL BEEA L RESE . AR DRBD L E
AT ARCE H b vk Split Brain, {H2MFRZATHINNATESORE, A LA
IR R A NI, EALeEOL T, mrae H LAY s s A R o] R

3y BB SACE R BRE], BPAEE H AT EHT DRBD RRASK UL, iR H SR AN
Z

PA_EJUAS BRI AE H i oK T B 3 A m i) ) LA R *44%, DRBD &4
FEAR Z2 FeAb 5 T IR, R RAEPOE M A, IR A e e A T %, DA R A vt
Ji 2R IR .

17. 4 HESATARITAR

BT _Liin LR e el O £ 248, AP T UMLK FKIE R, Wi RaiDB, FLZidfy
i (SAN B NAS) s,

X ¥ RaiDB, W RER Z & W KL P 2E, 4 FK A Redundant Arrays of
Inexpensive Databases. thpt/&ild Raid HASREFEIE FEMEHE . FrLl RaiDB tHAFEAE
HHEE Sharding MRS AIREAL Raid — Ff, RaiDB AFZEZLF Raid, il RaiDB-0, RaiDB-
1, RaiDB-2, RaiDB-0-1 F1 RaiDB-1-0 % . @ik MySQL Eida & fift vk /7 32 4LR Continuent
EAR e U7 Zrb, SRR T RaiDB MM . KA BAIE L — R JLoK B A s M i) 1 i
RaiDB f#j#%Ff Raid Fiz{,

RaiDB-0:

SQL requests |

table 1 table 2 & 3 table ... table n-1 table n



RaiDB-1:

SQL requests

Fuii DB Full DB Full DB Fuli DB Fulf DB

RaiDB-2:

SQL requests

Full DB table x tabley tablex&y  tablez

RaiDB-0-1:

SQL requests

fairla w tabia w tablex &y fablax&y tablex&y fabrla 2 tablaz

RaiDB-1-0:



S0L requests

{""—\—\.
tablew tablex &y  tablez table w tabley tablax &z

fabka w table x table y table z

MBI AR, KF ML RS RaiDB &R Raid ALl N % Wil 434w L& T
PEF T B AT AT EAGRIE Ry T R, SURRG R IE Raid SRERIEECHR min] §¢
PE—FF. 4%, BEIEHME, BRI KK CAH & Tl Raid B,

TR T IR IR TT 58, TS — AN R U U B AR AR T 28 1. 1847 MySQL
Server (LML EMIFFAAABE S, RAEE LWL (FC 80 NFS) RKFm Rt B &
TR R Mount BUARHE, UAEAHRAA R AL .

AT 2 I A R 7 20T DO AL s T SR PR EE SR WG 2 1 %k, BURAS AR MySQL
Server AL LT, Fril4AH MySQL Server THUHIIATATHE, FRAS Lt BescH 1)
FO, SEA T DU R HAb AR A7 g v o BB . LR, B i@l SAN i
& NAS SKAENILZAEAE, ARG &2 Pl s %, v MR 58 A Z AT 4L
fii o H 2 HIE MySQL Server 3k %ﬁ%Z@%ﬁ%ﬁﬁ1@@@%ﬁ%mm7ﬁ%&ﬁm,
KAREESL ) = vT e T SE AR AR DT ARG BT T B ANSEREE MySQL #)
BN AL PR R R TSR DT 28, N IBEIRIR I, P DU AT AR AN T .
m%ﬁ%%ﬁﬁﬁﬁﬁw&@ma7U@ﬁEmE%E%AT%sm?ﬁ@uémsﬁ%
FHIR BRI

17.5 BEME T AARNR LR

M 25 i) BT R AR B AT RE L L, ANVE IR F 5 5, #AHE
HOMRF R PLE, (HRA e sl (O £ e PR FESEX AR IE R (1, SRS A
ATTREZ TERIT, FATHRETR A B L HR AR e R R, A Ay BB 5
S IR IR A TR o X TR A LR 2 207 A AR AT, AR



1. MySQL Replication

PeFhe: BB, SO, gt AR, 2 MySQL RAEUSCRSIRE. HA &L
I AE, T LR 2 = s B AT B S A B AT B B 58 R A DR

P IR Master THUVBEPFHE HIGIEWKE, AT REME B/ RAEIEE] Slave ¥mff)
Hm Z ks

2. MySQL Cluster

PeHe: THIEARE . PEREARFAf o A0 s BAAEA R AL LR P UL A
JOAHE WS [R5 o

Tt YEPBONEIE, PR AE DT, AFAERRSY bug,  HETIEA T LB O
% RS

3. DRBD R4 24545 )7 &

PeFhe: BAFThRER N, B RE R A IO Y P EHUGR, H AR PEREA ] SEdE
FORMCEA RO o 10 BARORFFMT, I35 a2 200 7 2o — Bk s 21 285K

Fi e Ap o AT S RGBT SR B B [R]a] DL, PR BEAT ) Sk 5 A1 L I
ToiEiE YRR ] SEE EOR AL BT 25 . 4EY A= T MySQL Replications

17.6 NG

ASEEH AT MySQL [ B R 2% 19 Al e m] A ok 7 S LUK MySQL R J5 447 ¥ DRBD
T AT B VRGN AR, TR RLEG T 45 A R 7 SRR BRAS B o Ay B LU B e 4 4%
P iAok —Le i Mo AL, MySQL Ayl IR o7 S im AN B 4 e h 5 %, ik
FAAEAE KR A A s ST B A7 B 5 I AGHEA TR R o TR )&t EORH, JT IR DTk
(M) R T TT I o



% 18 & mEal itz MySQL Hifz

il

Hir

AR AT YRR MySQL Bl FEARRE, W RBA SRR A L KT
WIERGE, FFERRE ik i my ] O T pr st &5 h s —%. — ARG, Ly
B Wi, ARG e At S LS 1 AT RE, 4% R GEwl R IE R IR K904
R FRATRE W AT BE 2 PR AT 2R G0 n] B2 B AR 5 W AR D0 » BIMSEBEAT S I e B B2 2R 1
S, WEAE SR E MBS RSN RAE RGO IR, WA vt AR T REmt
HT .

18. 1 MSiI=RGEIT

RGMPAEIR 2 NIR 52— DB 2 DER G RN, HLSIFAZIXFE . HAY
KBRS P A B i, st OO NS L6 MySQL EE RS
%, ARFTRER LR NORT LK, B IREA 58 .

FI A R RS MRS, MAAHULE B AR ZE R D>
HHLE MU MEFEAE R 2 B T LOE I LA SR BEIA (Shell 8035 Perl 25), KR MRMF
e RS RO TS, JEARHRE T I nid, KE R RS, REAR
AME BT DUl e N DU B EALEIRKRE N Check RIAT. nJQERAT L & T4,
DR SEAERE & T LTS LA o) 2 1R RS R 7 sORBEAT I 4%, J5 0 00 3 B A 4 e A
BARH T .

2 MySQL ML S — @ A e, A FEA AR R A T2 2> N E S
HE EHRPRE, AMRRISITTIREIEEVEREIRE . HRAAGEG G D MySQL LTI
I B B S AR M 1) 5 SR AR AR R A o B85, KT 2 0m, Rl (i ] Rl A
WRAR KA o IX Il 75 IR HEAT 48— R AR5 BRI Wy A7fif. B AR Gk 3 Bh 3k
AT g T LA PR IR A R I AT SR R KD 3 &L, DA B A R SE s A ARG A
JEka .

PTEL, MySQL Al sUAR AR A A7 2R SR AR R AR N AZ 0 JET TR «



[ EEEE
i
ERat

| =EmE, |

Al W Sl N
B B ..l B

1. fRERE

5 EREET LUt — AN — IR DL 3 7 OB MySQL AL B iR SRS SR )5
AR WA AR S A O, AT AR MySQL AL 1 s Ll ik 7 50K &
[ R AR S 1) M2 5 A P e

R, BN IR R A AT LR IS W 5 2 R SR A, (O 2 s ik B —
SERRE LU, i) s R Ty AT Rt 218 21— & PR RE AU BB I e, eI
7 SR AR I HU LU 22 (R I3 0 A S H o T A REER ] ANEAS MySQL 15 s EA T4 Bl (R4
YUV B 7 BT A BES SCf I 2 A5 O PR Y, A RAR (45 S RE G IR 1) 23 A B B s b
CLRII A3 20 2387, A 2 R e — 22,

R SR B0 A B 177 XA AT MR R, o 7 B s oL T 58 R
A B AR, 48 L BRI (.

2+ fEEDHr

24 F R AR AR ) PR P R R MySQL BN AT MeR SR B2 5, B
BN M B m AT 0 AT, UM ARG IR R, WAL RN, i Ul i A AL
SRR AR A, IR B BRI T R AL . WRIER, AN EE AR T At
BB AT LUK Bl A3 B I At e X B MBIk IE, BB g (7 25K it
FERCH N . HER, MM ARIE R R A, PERENT ey UM

3. i RAFfk



FEAE AR R P R AR IS A — PR AR B, DUV &R MiDIRGS, s
I, R B RX LS R o HANAAT AR ZE ) S DR T AR R R oK [ 3X 48
AR S HTIZAE, 0 RS A E RN E BRI e v KA R B

4 A 'f%‘ /@\ ALI\IE

I Jr IRAE R AR BB AR PERE R, JE I A S U HEAT e Mz s 55, 20l
BRI EAE LY N B . ehh, XSRS AT, A kg R S
PEPERZ AR AR, BLAE BNV R . KRR, X T R G MR I e Rt
FEARHE AR XM

18. 2 fi R AR

fa HEIR A B BOR ik 2 PR B, (A AR L. PO Tk, 752
TR ROIRASIEA gt R A “ IR s “AIER” KPR . R m W EHUIRZS A B
Bl PERESAF BRI AN

18.2.1 EHfERRERZE (7 )

FERGE PEIBATIAET, 7 B BN VIRS T ZA SRS - RSB ML)
WAFAEH], SRR AR

® LT MLSE G IEA L] USRSy Rl K 17, FA BT 2HE i M 4% ping
WU LIRAE T IER o WASE AL, BE TR MBINAEHT T ping, W] DA
PEENAT I ) telnet 20AEiE ssh GoRoile 1T 46 H LM Fry e
o sh e BRI B kAL iR AN, BT A 483 A5 A el 32 204
SEAKEE T BRI .

® AGHME IR REPMECFHT R, — A R A P H & SCPERAE SR SE
WENRGEH B PIEAR L0 0S AR B RS /4505 2, infilipk
R, 10 BHIRSESE . AT M SO, Wl secy logwatch 55 H s if%
LA, A E AR A VE RSN, I H &SR SR A S RIS R AR R,
AL E DT .

® AT 0 TR A A RS R, AT R S shell BAIASHTAT A
LE /S EVTRIE T R S g P = T O R e P A ol L R 28 S el N E )
HEZJE, RA SRS ARG B KE

® NAFE: RGN AL AR IS SRR AR R 0, A DA R S
fir & “free’, Hinl LRI ST R NAF B R, IR E, DURSCIER SN buffer
Al cache WA & 1M H, B THBLNAAAEHITG DL, e LIAGE] swap fEH] & .



T shell BIA X LE4 5 ST ) A AL BE, BT RAT AL B8 1045 . 4R,
RARA BIRBOE 2 O, WS RS WA 2 IR, W REIE 5 244 B LAl
i (Wl top) AREFE]. R, ANEI 0S FEf R A AL T ] BE A X
ol

MRS ARG R, B AP RS, #aT LUl “ps” dr A2t
fA] FRL AR BESR IR TS o AnsREN mysql P R I ERE S 4

ps —ef | awk ’{print $1}" | grep “mysql” | grep -v “grep” | wc -1

U EAT ) PR A2 B BERERE 5 6L, [RIRE AT DU IR R Bl 45 21

18.2.2 HiaE MR BREREE

BT EHLRPIRASAE B2 4h, MySQL Server H S WMAREZ KPRASE BHE . Tt
FEAI 4N MySQL Server ity M FE ) A A AR A% T3k

JIk 25 i 11 (3306) : MySQL g & — N AR D (I 300, RO IX ELE S N T MySQL
Server x&7THEMS IEH A MG KL ALIRSS « A7 LI i W T HUZ kA A MySQL w]
BEARIE S, AlAME N G E R TCP/IP iE#: b MySQL. 7= 2R X R Bl 52 it Jgt IR m
ReHr 20, W2 7 KB e, P28 IERE ) 8, MySQL Server Frft FHLAIM 4%
BEE R, LA MySQL A B il E#R AT it e FIRELSR o

TG 25wt 10 R 285 V100 M 42 R AL 228 32 4 ) M 42 [ AR5 i o, UG XS 3306 3 1 3F
17 telnet Z3KRIA], JHEX) 3306 ¥ K] telnet 223k, [RIFFIAR] DLSE T FEHL
REES/RURITHAE &8

socket U X TFALEIAE R, socket FRPHRZS W4 ] BE I AN Q1 19 284 1 45 g 11 1)
I EZE, VR Z MySQL Server MIEHEIFASME AR socket HEATER:. H
WA ADNEN R (BEE LR RN D B2 MySQL HlEA T F-—& &
Bl b, JEEE AR socket ¥EHz. J4b, ANDAHRE B I35 45 R A A /2 18
AR socket Fi%EHE MySQL Server.

AH socket MIMNFEEUF LA AM socket FSEFRERSLAM T2, B AT LA
WA socket A& TAAAER T, HERME socket SCAFHSEARLE, WIFA
—ER A AR BB socket 1EW . R, AL RF LT, socket X
PAFAE FFAAREE B AT LU H A o

mysqld Fl mysqld safe HEFE: mysqld #EFEZE MySQL Server Fi% CRIiERE.
mysqld BEFE crash B HILARH, MySQL Server FEA LARMmioik b #H LIk 55
T B8R, IRIRATEAT mysqld safe )23 MySQL Server, N mysqld safe
S IRA TR WS mysqld SEFEAPIRAS, 24 mysqld 3HFE crash 2 )5,

mysqld safe &5 FHBIRATES mysqld BEFE. (HATHEEIRA 1A Z0E T
mysqld safe KJH3) MySQL Server, iXtHj& MySQL AB #RZUHEFF L. WAk



11T mysqld safe Kj3z5h MySQL Server, ABATATW N mysqld safe #E
PRI T I
TS mysqld B2 mysqld safe BEFERIIREE, #S0T LB ps 2RS35

ps —ef | grep “mysqld safe” | grep -v “grep”

i

ps —ef | grep “mysqld” | grep —v “mysqld safe”| grep —v “grep”

Error log: Error log HWi#EH M) EEERIEAM MySQL Server iz4TidFeH &
AR R, WIEBRE, RS bug .

Error log M5 2R S8 AR IR AR IR I 428 — A, A2 I8 0o SOAR SO P 25 1) M

RS o [RIREAE I SCA ML BT, 33 P % Pl R S O DL R UK At 3 H 7
AR ERE R
SHPIRZS: WERIRATI MySQL K ZEABEEH] T MySQL Replication, s/t

Jnxt Slave EHPRARIINEE . X Slave EHPRASHIRIEGEEN 10 LFER SQL
LR AT RS IR . MR, WL A HAEL IS Replication BHZMME A,
AN FESS B I T FIREEESE, [AFET LAFE Slave 9 & _EHATHI N ay 28 AA 15 21,

LI

sky@localhost :
soksfoksdoksdoksdoksdokdoksdoksdoksdokdoksdoksdokk ]

Slave I0 State:

Master Host:

Master User:

Master Port:

Connect Retry:
Master Log File:

Read Master Log Pos:
Relay Log File:
Relay Log Pos:

Relay Master Log File:
Slave I0 Running:
Slave SQL Running:
Replicate Do DB:
Replicate Ignore DB:
Replicate Do Table:
Replicate Ignore Table:
Replicate Wild Do Table:
Replicate Wild Ignore Table:
Last Errno:

Last Error:

Skip Counter:

Exec Master Log Pos:

(none) 04:30:38> show slave status\G

row skekskskskskskoskskoskskokskoksoksokskokskokkoksokk
Connecting to master
10.0.77. 10

repl

3306

60

mysql—bin. 000001

196
mysql-relay-bin. 000001
4

mysql—bin. 000001

No

Yes

example, abc

mysql, test

196



Relay Log Space:

Until Condition:
Until Log File:
Until Log Pos:
Master SSL Allowed:
Master SSL CA File:
Master SSL CA Path:
Master SSL Cert:
Master SSL Cipher:
Master SSL Key:
Seconds Behind Master:
Master SSL Verify Server Cert:
Last I0 Errno:
Last I0 Error:
Last SQL Errno:
Last SQL Error:

Wik bEay4, TATATLERBGRIOCT Replication FHE R, A e &I
WPOIRGL, IR HIERE, #onT DURAE S R it i s A 25, fil
N REZ Slave 10 Running 1 Slave SQL Running iX p§Ii,
LR SQL REHISATIRAS, i B e R W] SQL 2RI AT IR, HiE 10
LRI IBAT . AT TEAARRE, TESH AT

18. 3 tEgERAElEIE

18.3.1 THLHEEEIRFS

ARG load {H: RE load Prbi G S SO CPU IS8R I ECR, it
At Toad (EIFANEILSE T 2507 A PR RERE AL

T [ . T CPU [T g . H

=K
Ho

106

None

No

NULL
No

PEREIRAS K 2 A BRI RT3 19 D] AT B B H R ) = 20 AR 48 K fe it
JIR 55 (R SR, SR BE 2 B R e PEREIRGS I RFEEEAL, T RETHCA R e A )
HY WU T BRI T . RGN A, WTRESEURSN crash. PEREIRAS
(1 2 R A vl LA D LA e = 1

FHEREIR S EERIAE =AW : CPUL 10 LA M, wf LUE PL R AN # ok I

RET 10



load {HAINFEEARTF ., WiLIZ4T uptime fy2 BRI PTHRAF Y HTHS )2 /0 1 &6 5
FRRI15 FPH) load ~FI{H.

sky@sky:~$ uptime
17:27:44 up 4:12, 3 users, load average: 0.87, 0.66, 0.61

1 s 2T “load average: 0.87, 0.66, 0.617 =4, 20548
FT 1R, 5FH15 B0 load “F31H

— ek, load (HAEAKEE REMEL cpu H (B0 cpu BAZED 2/, REGA
A EED PN}

CPU fifH=: CPU I FNREE load K, Mo AMMABERNH CPU A
ZOrRERE, U AT LU SR PR AR B, WS ETASR (K CPU LB, RE
FIIf CPU b, FH P MERE TR CPU EL, 4T 10 Z54%ff CPU Lh%%,

CPU i i 28 wT LAIE 22 R o3RI, 55 A IR 7 2 AT fr% top A vmstat
KIRE o 48K, AR 0S R LM top F vmstat (% oG LEVFAR, H
A AT RE S A—FE, W Linux R top A4 T0 Z54%1 CPU (54, (H
& Solaris T top BEAELE, S AL IIACGEIRE H CM 05 FRSEHEATARN ¥
K,

FAAE TO . WAL 10 BEILSNVH T RGEMA R, X TR EEXALL 10
BAE N LM ARGORYE, 10 A BCRE HH M 2 28 58 1R A8 AR N E L o

WiAE 10 HFEFERATLLE vmstat KR, 498, FATIEAT LB iostat K3k
LM ARG 10 fFE. WS MUREBAN iops, MRS,

swap HE A« swap (0 E BRI T RGAEMITL RAE U HONIL T A E M0l i 1
OIS o 48R, L6 ({3 S A AL U AR, 2T RES BT swap
PR, 35 ol TR R B A R A R 2 R 5 A A
swap, BB MINERESH svap. 44K, WA PR BT AUEAT 05 R
WAE, ERITAES B AR R AR, e T A 2R crash,
swap RIS T LU free frA6it, (0 free frdSLARIRIT AR
G5 swap I3 PRAEAT L AURA IS0 swap (1816, 76 A B vmstat
KAH], vmstat BHMERAOA THE svap MHEHE, 5%, AR 05 fth
AT HEAEE—E 2 5

Wz AEAEERIE RS, MRS — A 2RI I e BT g e &R
S8 (P ECH R A H TS0 e 25 2 1) S R AR 211 . AR 2 B ARt 30 02 ) 4%
iops, #BFFEL T —E M. MR, — AR G R BRI 2% Uil i ik
BT ] Btk 2 ELIR N

W) 20 i R R A AR DA R G T ) i 2 mT LB 50 i, T 75 28 AT 9 5 A B 3
I SO EE T R R R o AR, B A S B LI s, tn] DUIRIS AR
TELH ) M 28 im A S o BAT 95 A ] Ll A ifconfig iR vt B H AL AHE
I I s S 20 = 7 ifstat. iftop Ml nload &5 M) 75 25 b 2220
I Tinux NSRS TR, —HSAR N, B AT DARYE — 3K



PR JI I D RERs s B ATILEFE

18.3.2 HFEMFING

MySQL it P vE RS P mi R 2 2, P IR 2 S A0S TRATTAS e 2RI 06 20 i 425 11
=, H 90% LN A T AE%ERE | MySQL Server JGHAT “SHOW /*!50000 GLOBAL */
STATUS” LA “SHOW /#!50000 GLOBAL */ VARIABLES” [(RimHifE3k7E. THEE=mE L
WA A FTRAPIR S L br P& RvHE, B DA R 5 R/ HE ) I 1) BE A (AR Ak il 75
TR INALEE, W] DATE S R B PA ar AH AL VA BB o R TR R LI B A O
PERBIRES:

® (OPS (BFb Query #): XHLI QPS SEBr Biddis MySQL Server #EFMHATIY Query
EE, 7E MySQL 5. 1.30 UL FAAW L@ Questions JRAERFS A I AL &
KIEALER R, A MySQL 5. 1. 31 JF4f, WInfLUEE Queries KKK, Queries &
76 MySQL 5. 1. 31 A B rpRESL . FEAER ML Questions REAL H
TR WAL FE T T HATH Query CHER, ELAHEIFERIZRA MySQL
WAAEAEIXAX D, 10 Queries RALHEM S5, —FHIKETA:

QPS = Questions(or Queries) / Seconds

IR AR AR A -
SHOW /150000 GLOBAL s/ STATUS LIKE ’Questions’
SHOW /*!50000 GLOBAL */ STATUS LIKE ’Queries’

XL Seconds it RiE BRI ARG AZEALIK N TS, 5 T A 210 1 7
AR FRIFE IR

@ TPS (FFFLE): 1F MySQL Server W Ifvfy HEEFHA AR, Al HAsm
IR FNSEAT VB R L RGN 45 . BrbL, AT EIE R DL Ry k15 2%
Ju N P AR R BT SR 1) TPS A

TPS = (Com commit + Com rollback) / Seconds

WERBATLAEH T NS, BAETFER Com xa _commit Fl
Com_xa_rollback PIAMIRZSAZ BN L.

® Key Buffer sy Key Buffer fivHHHEACEK T MyISAM B EHIZ 51 Cache
P, RN H R My ISAM RAUR S PR, Key Buffer iy
TR SEPr B AR T AR S A AR, MySQL hIF A EARAS HaX AN
R, AFE ] DAIE S 07 ok ok

key buffer read hits = (1 - Key reads / Key read requests) * 100%



key buffer write hits= (1 - Key writes / Key write requests) * 100%

IR TR SR e AE
sky@localhost : (none) 07:44:10> SHOW /*!50000 GLOBAL */ STATUS
-> LIKE *Key% ;

| Variable name | Value |

| Key read requests | 10 |
| Key reads ‘

| Key write requests |0

| Key writes 0

XA, BATRE S HU0T LS R SE4HT Key Buffer HIAMEAITG I

Innodb Buffer #i#: XM Innodb Buffer Fr#gHIJZ innodb buffer pool,
R HIKRZZAE Innodb RIYR EAR MRS N AE . KL Key buffer, A
FURERT BURAR: MySQL Server SEORIHIBLIRA (157 th Koy %

innodb buffer read hits=(1-

Innodb buffer pool reads/Innodb buffer pool read requests) * 100%

SR TR SR A
sky@localhost : (none) 08:25:14> SHOW /*!50000 GLOBAL*/ STATUS
—-> LIKE ’ Innodb buffer pool read% ;

Variable name | Value |

Innodb buffer pool read requests | 5367 |
Innodb_buffer pool reads | 507 \

Query Cache iy . WHRILNEHAT Query Cache, AKX Query Cache fixH
RTINS0 E A LER), RO A] RE S VR ERAE 5 ZE 1L 48 Query Cache.
Query Cache iy ZATHE T W F:

Query cache hits= (Qcache hits / (Qcache hits + Qcache inserts)) * 100%

IR TR SR e AH
sky@localhost : (none) 08:32:01> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’Qcache%’ ;




| Variable name | Value |

| Qcache hits |0

Qcache inserts

Table Cache IRZfE: Table Cache [FUHPIRZSE T LAH BTN TAIM RESEL
table open cache X B ZHEHE. WMAIREZE Open tables 5
Opened_tables Z[HJLLHIIAK, WK Table Cache W HIL/N, MNINAIZE
R 80% AAHELEIE. R, EAMEIFALAERK Table Cache firth#e,
R FPRS L B A :

sky@localhost : (none) 08:52:00> SHOW /*!50000 GLOBAL#*/ STATUS

-> LIKE ’Open%’ ;

| Variable name | Value |
| Open tables | 51
| Opened tables | 61

Thread Cache #iy1%: Thread Cache iy 1 FBEMG H 3 SN H BATHI RGBS HL
thread cache size WEMEGEGH. NS HN thread cache size ZH(fEW
WL RO R T T W FER) ¥ YR . Thread Cache v R iH& 70T

Thread cache hits = (1 — Threads created / Connections) * 100%

SR TR SR A
sky@localhost : (none) 08:57:16> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’ Thread%’ ;

| Variable name | Value

| Threads created |3

4 rows in set (0.01 sec)

sky@localhost : (none) 09:01:33> SHOW /*!50000 GLOBAL*/ STATUS
—-> LIKE ’Connections’ ;



Variable name | Value |

Connections | 11 |

IEH KU, Thread Cache fiyHRIELE 90% LA LA S L &2,

BUERAS: USRS W IERBUNAT BB, FTrT LUE N 2R GOk A SR UE B
B ORI A R S A IR DURBUE S5 A IR TR L

sky@localhost : (none) 09:01:44> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’%lock% ;

| Variable name | Value |

Innodb row lock current waits
Innodb_row lock time

| 0 |
| 0 |
| Innodb row lock time avg ) \
| Innodb row lock time max ) |
| 0 |

Innodb _row lock waits
| Table locks immediate | 44 |
| Table locks waited |0 |

Wit bR ARG AR, BATTLMG H RS IR S, it i AT R SR A IR I
(] 3 ] DAAS SRS PRGN AT B S, aAT BB, ATBURIT ], BRRAT B A
IR, AT B s KA I 1] LA Y B S AR A T B I e PR I xS 5 1 M 4%
FATAT LIS W T i 3 R G BRI BUE L™ H . 412 Table locks waited 5
Table_locks_immediate [JEUAEHEA, TIJhE BHBRATT 4B o o 1) FH € Phfse ™ o, ]
REFT 2L HAE Query i5A), BUHE SRS, JRalE f 25184 . R,
HARE T b AR 5L by SR FIWr . 10 Innodb_row_lock waits BUA, W
] Innodb [MATEIE LLE™HE, Hagm T ILAZE R IR b . [FIFE AR 2 R i
R . 3/ Innodb AT8™ I IR AT BEE Query ERITIAMMHM RS IAEE
H (Innodb ATHIEILTRIRBUEMN), HERMIBRBUT K. ] §e2 RG A G b HH
Re TR, WFFENILAL T T Cli &) KB SR

SRGE I 5 B HRIEI B R T Slave 4 FEALTAS—BCIR A I TR K S
WERFRAVEE IS Slave KAEHEEEIRSS, WATGAEXALER & FATH] Lot
L6 Slave 75 _E AT “SHOW SLAVE STATUS” 654, Bl Seconds Behind Master Il
MMEK Tf# Slave “4HTMIAER i (AT FP)o 8K, AR AERR AR T 5 2



A TIER IR . BN Slave B RVFRIE R HAAIM A, Fril
SHIER Z A TR S B, A8 BT AR 25 8 S (18 I AR T

Tmp table JR#: Tmp Table HPRGLTEEH T MySQL A A I B R & &
%, BRI KT AR A PIAF 480 S BRSO b I R A HPIRS
ST BA R 77 AR

sky@localhost : (none) 09:27:28> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’Created tmp% ;

Variable name | Value |

Created tmp disk tables | 1

| Created tmp tables | 46 |

METH FPIRASE AT BT BRG] T 46 (Xl 3, JEh A 1 kIl s 2 ELATK,
TCVEAE AT H 58 18 TANF AL BIRGEL SO Witk Created tmp_tables JEH A
WA e RGN HEFPARAEL 2, B & RERTT AR . a2
Created tmp disk tables 5 Created tmp tables HJLLER &, WiEEE 10%, N
PATHEFE BT tmp_table_size EPMRGSEICER L K. 4R, WERR
G, WA K2 LR RINET .

Binlog Cache ffiFfk¥: Binlog Cache F T1EHGARE NWFLIF) Binlog £ B .
AHIAREAE TR

sky@localhost : (none) 09:40:38> SHOW /*!50000 GLOBAL*/ STATUS
-> LIKE ’Binlog cache% ;

Variable name | Value |

Binlog cache disk use | 0 |

Binlog cache use |0 |

WY Binlog cache disk use {HANK 0, WHEH] Binlog Cache K/ REANES,
N binlog cache size RZESH K/,

Innodb log waits H: Innodb log waits JRESZEEE MNHE Innodb Log
Buffer #%[A)AN i il S A5 IR B

sky@localhost : (none) 09:43:53> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’Innodb log waits’ ;



| Variable name | Value |

| Innodb log waits | 0 \

AR AR A ARG AW AR S B ANERE, DL BIREFD 1 RN i%
B RZSH innodb_log_buffer_size [MIH, HFERZE M RAIUMGELF, &
BN E AN S N A AN R ]

xR U A NN LU S — 48 MySQL PEREIE &, S AL AL
DRSS A2, il MySQL P i AR SuiR A AL s i I Ab M7 Py 2

18. 4 & H IR IR IS AF

A E2e gl T RS BE B, Wb 7 AT EOGE AR E HeRAS AP g
WA AL R H A ) UM R A28 =7 I i, 0 K5l — i e I i R Se A
Heo R, HEREBUASRE LIOTIR (B P ahoh e 48R, A AT BT T
KBRS RGRATSE, M S — 2T Bt T HR S

TEN AR 2/, AN R RAFALER: RRDTool. RRDTool 42#54 Round
Robin Database Tool, Wl RIGFAEAEE TH, 752 R4t b7 A4k W 2 2L
PAEfE A o PriBPRARIE A EE 22, 302 B i A2 ids 07 R T — AN IR m v, WA
DIRRIGA BRSNS . ME e —B )G, FiEdRSE G2 98, BT HRIEH
B PP AE U B K 22 #e AU TGt J7 1 A&, i Hon DU — S8 iR~ 34 2 2R 1)
SRR I SR AT AR I G g S e R T R A R, At R 2 SRR Y
fH T . JrLh, RRDTool 7ER 2 Mids T H i fS il HIRAE B R PE RE s, SR 5 AR H X Lo 25 4 1)
HOAH R (a3, DL RN R E Ta) B Y R~ i 2 o T SRAT WIBAS 15238 I AT DR FAT T e —
AN T H, RRDTool [RIFE ] LAAE R 5 FH KA O G EA R W S it . A, XA —
U B BT H BRI

1. Nagios

Nagois Je— A HEW F AMISATAE Linux/Unix B 1T WA SRS RS 1 RS T
WA S2br by A NEAFRID — M G T REE N &1, POV EAMUX A T
FE MR T, FIRGESRE AT A O S A8 E I IAE BA U P U AL

Nagios HHIEIEINREAMNE & 5 EHUE MR CPU 3k, RIRAENSE, BERET
W2 AH SRS, G SMTP. POP3. HTTP. NNTP. PING £%. 44K, Nagios WATIH A4b—A
T i R LR B R A e SOV o] DUARE T M T R O 5 B IR S5

T RZHIMEFR YL, Nagios MBLAThREAREMEBIAL. AR Lo, 2
WeBh gz, HAT DARGF RS e X AN R 3 SO A M 5, mT A3 3 B AN R] (R Bt R Ak
B AT IOAL R, W] ABE AR Web DA RCHA @ SO S i EnpL ) CanFaLa



fEeR# I TS . AL, Nagios a7 ABCE HEEHTHO 574 LKL ik o>
VK RIS 2 5 TR U 6 5 SR B0 7 (9 R %, 3 B B — A
B 20 55 1) DownTime W] B .

Nagios 73 0% i IR 55 s dm P i 0, 20 7 o sk bn B2 KHEIY) Nagios 4% 48 1F,
PITREAR IS RU AP, ok 55 o i DR MO B A BE L e b 8 AR A B BDE
PREL R ARSAR B RS BE o RS54 o i) Web JE7R ST Dh BEWR AR oo, AT AR ¥ LAY
JEEzs AT A A PR, B U DN TR A4 R o TR I BEAR 8 4% m B — €
SR .

8%, Nagios AT Mg, ASHHE H AR OCIR BERES BAm KR &, 1A
SCHRPB IR AN RESE R 2 IV E RE A 2 I o 28R, 3K T DAZS & FAl R B AF R IR 58
X—TAE.

WFE A TELNN Nagios FFEEAE F T, 1 07 523 I ACHT A 2L By 5 I sl SR ECEE A A
B E E: http://www. nagios. org/docs

2+ MRTG

MRTG M iZ5 2 — K LU ) W3R T, DORELLACT o, AL b 1 A5 0 2% e
PR AR o AESR AR JST R E AT EGE, AR ROATTARAR R, NI e 4
TR L T 2 i U R A

MRTG FJSB R BEILSAR MR 80, Alim it snmp B8, U WA # W #% _LTHIA N (RO BRIAS, - 3R
AR M, SR 518 RRDTool fRAFAEK . SRS PRIt RRDTool KA (MR UEATAH
NG PV, B, I html (7RIS A
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