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2.1 &I Hadoop LR

e DIREF aeBEnE , UeJDUMER 7858 hadoop IME (KR4S 2.7.3)

X P hadoopIF B R — 1M ENESG, FTINEEZRZE virtualbox EIMIHL.
vagrant (218 BB T H, MM hadoop 51§, AEAXMNEBENENFA
T, TEREMKRESE:



1) %3 virtualbox

Tttt

https://www.virtualbox.org/wiki/Downloads

2) %%k vagrant
EAENTHRIE, HLEATEE

windowshfx

p&iE: https://pan.baidu.com/s/1pKKQGHl Z#3: eykr

MachR

pEE: https://pan.baidu.com/s/1slts9yt Z45: aig4

ZRTTME, 1T Im el BAMER vagrant a5 <

3) TZ; hadoop 1%

pEE: https://pan.baidu.com/s/lbpaisnd Zf5: pn6c

4) B

h0Z; hadoop 1%

vagrant box add {BENXHGEM} {HBEMAERRZ}

FlENEREapa hadoop , FRIE THEHIEKIZAN d:\hadoop.box , MNEGFLHM
Xt

vagrant box add hadoop d:\hadoop.box

BIETIERZ, #lal d:\hdfstest
HEANLEB %, #iaft



cd d:\hdfstest
vagrant init hadoop

JEEREA

vagrant up
EohsEmfa, #MAIAMERSSHEFinE & hadoop MRS5S T

IP 127.0.0.1
im0 2222
FEF®& root

289 vagrant
#£ hadoop ARS52EFEEN hdfs #1 yarn, ZEFFILAIGIT mapreduce 2% 7

start-dfs.sh
start-yarn.sh

2.2 gIEmH
RREMANFL, REHTE, LE3 hadoop BES HEM

FTETIEB% wordcount , EFFEXMH pom.xml , AR

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema—-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>
<artifactId>mapreduce-wordcount</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce-wordcount</name>
<url>http://maven.apache.org</url>

<properties>



<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>

</properties>
<dependencies>
<!—— https://mvnrepository.com/artifact/commons—-beanuti
ls/commons-beanutils ——>
<dependency>

<groupId>commons—-beanutils</groupIld>
<artifactId>commons-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop—-common ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop-common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client—-common ——>

<dependency>

<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client—-common</artifac
tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client-core</artifactI
d>
<version>2.7.3</version>
</dependency>
<dependency>
<groupId>junit</groupId>
<artifactId>junit</artifactId>
<version>3.8.1l</version>



<scope>test</scope>
</dependency>
</dependencies>
</project>

ARECIRFEBER src/main/java
IERE &%

— pom.xml

F— src
| L— main
| L— java

2.3 ({5

mapperfz%: src/main/java/WordcountMapper.java

nE:

import java.io.IOException;

import org.apache.hadoop.io.IntWritable;
import org.apache.hadoop.io.LongWritable;
import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.Mapper;

public class WordcountMapper extends Mapper<LongWritable, Text,
Text, IntWritable> {
@Override
protected void map(LongWritable key, Text value, Context co
ntext)
throws IOException, InterruptedException {

/! BEHNIF—ITEIE
String line = value.toString();

/] BEIZESE
String[] words = line.split(" ");

// BEHEL Ht
for (String word : words) {
context.write(new Text(word), new IntWritable(1));



XEBEXT— mapper £, EfFEFE— map A&
mapreducetBZE EEEI—1TEUE, MSBEB—XX T map A&

map FAMERIEM2IZW— key value X)L, AEHFHITWSBHEIE, &=EH
H—" key value 33 )L,

Mapper<LongWritable, Text, Text, IntWritable>

Hehpya MBI 512 WA key 2£BY . i value 288, i key K8 i
value Z£HY

mapreducetEZSIEEI—1TEIREG A key value FEEHR, key BEUIAE R Famr
FEZRFIEE— 1T X ARERIARTIEE (Long ZBY) | value BRIAE R T EmriEZeFR
R —1THEUEARS (String 2£8!)

BEHZE key value FZTVH, BAF BEXZELETMREEXNkey, AFECS
RER AatERkey, value 2RF BESGZIELETMEM value, WEFRE
thERAFPECRE

eI it key #i2 word (FERFEER) |, Hid value MiERIANE (BE)

XERFRRBRBANTE RN A—1FE, EJ mapreduce 725 9% L5 H EUE S
ZEEAENEZEE M, FrAGIUER FFILES, BIE Long 8!, hadoop H7E
X7 HCHEFFI 2R LongWritable, String XMW AJE Text, int X MNAE
IntWritable

reducef2F: src/main/java/WordCountReducer.java

import java.io.IOException;

import org.apache.hadoop.io.IntWritable;
import org.apache.hadoop.io.Text;
import org.apache.hadoop.mapreduce.Reducer;

public class WordCountReducer extends Reducer<Text, IntWritable
, Text, IntWritable> {
@Override



protected void reduce(Text key, Iterable<IntWritable> value
S,
Context context) throws IOException, InterruptedException {

Integer count = 0;

for (IntWritable value : values) {
count += value.get();

}

context.write(key, new IntWritable(count));

XEBEENXT—1 ReducerZ fl— reduce 5%
Reducer<Text, IntWritable, Text, IntWritable>
ANERBIDFIIE: I key BYZEEY . ZN value B9EE! | i key BUREY . i
value g9zEHY
FTEEE, reduce FIERIKINE: — 1T FRAHEEM key., — P HEREUESE

EAreducefFEIEENZEImapE R IELE R 21X

(good,1) (good,1) (good,1) (good,1)

H{ELE reduce 5% B, FiZH:

key : good
value : (1,1,1,1)

FRTLA, reduce 7 EIRINEINNZER—1 key A9—%Hvalue

FFERF: src/main/java/WordCountMapReduce.java

import org.apache.hadoop.conf.Configuration;

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.io.IntWritable;

import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.Job;

import org.apache.hadoop.mapreduce.lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce.lib.output.FileOutputFormat;



public class WordCountMapReduce {
public static void main(String[] args) throws Exception{
// BIEFIENR
Configuration conf = new Configuration();

// EliEjobiTs
Job job = Job.getInstance(conf, "wordcount");

// 1RE151TjobAIE
job.setJarByClass(WordCountMapReduce.class);

// IRE mapper £
job.setMapperClass(WordcountMapper.class);

// 1RE reduce £
job.setReducerClass(WordCountReducer.class);

// 1RE map ¥i1AJ key value
job.setMapOutputKeyClass(Text.class);
job.setOutputValueClass(IntWritable.class);

// 1RE reduce #1iH9 key value

job.setOutputKeyClass(Text.class);
job.setOutputValueClass(IntWritable.class);

/! IREBWMAHLAER
FileInputFormat.setInputPaths(job, new Path(args([0]));
FileOutputFormat.setOutputPath(job, new Path(args[1]));

// #E3Xjob
boolean b = job.waitForCompletion(true);

if(!b){
System.out.println("wordcount task fail!");

X main FEFERRAEZE— job FHIRHIT

2.4 /iFT A
£ pom.xml FAIEEZF FTHITHEGL:



mvn package

MITRE, S8AER target BE, HEHREITEEFH jar X4
D B X4 2544

— WordCountMapReduce. java
— WordCountReducer.java
L— WordcountMapper.java
target

...
— mapreduce-wordcount-0.0.1-SNAPSHOT. jar

2.5 BT
F¢iE target AREY jar 1£%! hadoop ARSS 23

AIE7E hadoop ARZZ2389 hdfs FERINNN XA (1 hadoop FiE B & FRItxtX
4#B_E1£Z] hdfs)

cd $HADOOP_HOME
hdfs dfs -mkdir -p /wordcount/input
hdfs dfs —-put *.txt /wordcount/input

1T wordcount jar

hadoop jar mapreduce-wordcount-0.0.1-SNAPSHOT.jar WordCountMapR
educe /wordcount/input /wordcount/output

WATSERESILE
hdfs dfs —-cat /wordcount/output/x*

FIEEIREHESITER



3. MapReduce {73201

TEE—TM job IRRZEHITTMX I 22 B

(1) BEFIRRERIES

client I RXAESSII =552 hdfs FEEBIXHA/N, TERERIEVEIEIN
R, REERESENNL, Fa0:

a.txt 0-128M 45— task, 128-256M RLA—Mask, b.txt 0-128M RLE—1
task, 128-256M 2345—"Mtask ..., AZRNFIXISC {4 job.split

AEIEF XS E job.split, jar. BoEXf4Exml 12345 yarn (hadoopfEdi R EIE
%%, J\J\jjﬁrt ﬁ@ﬂé EE"JHE%%%J'Z'S//\)

b.txt| |

AR X
atxt 0-128
a.txt 128-256
b.txt 0-128

#23Zjob
( job.split, jar, xml)

yarn

(2) 25 appmaster

appmaster 274X job BEE, TR maptask ] reducetask KIE5H. ¥
=, AEEIE

yarn & — 1B ENARSS 23K S50 appmaster, HAth job.split, jar. xml RXL51th



b.txt

/ 1. EEXHAR

AR
a.txt 0-128
a.txt 128-256
b.txt 0-128

123Zjob
( job.split, jar, xml)

2. [35) appmaster
yarn (job.split, jar, xml)

> appmaster

(38) B5h maptask

appmaster B5ifE, RIEMXISIHjob.splitFiD A5 2 E50 maptask, — 1%
F 33 N — maptask

Bt maptask BY, SR&Zit maptask £ BirEIEFI1ER datanode EHT



maptask

fhors
a.txt
' ' maptask
: b.txt]:
/ 1. EEXHE
maptask
i A AR X 1
a.txt 0-128
a.txt 128-256
b.txt 0-128
Bxjob

( job.split, jar, xml)

3. 1R#E split X4
fBah3 " maptask

2. [35f) appmaster
yarn ( job.split, jar, xml)

> appmaster

(4) #1147 maptask

maptask —1TITHNZERXE, REF(IEImMapizF, E—1TIE—X map
53, map A context.write IEABEREH XL, RERSNO—NERHE
F, ITXEFHNATETXEEFN

DEXNIERMEE X MEkeyT—4H, — T2 XN —" reducer



4. 147 maptask

1. EEXHAR

i maptask
ERX M
: X1
femmmememememememe—e———— . : map( key, value ) —p
i HDFS : : HX2
V| atxt : :
' ' E maptask
: b.txt \ R
: : : X1
E E E map( key, value ) ——p N

( job.split, jar, xml)

maptask
\ ERF

HERANRI S : -
atxt 0-128 : 2y
atxt 128-256 :
b.ixt 0-128 ; map( key, value )

E p Y, — oX2
$2350b E

3. 1R4E split 32
203 " maptask

2. J25f) appmaster
yarn (job.split, jar, xml)
> appmaster

(5) B5fh reducetask

maptask #iz1T5EME, appmaster B/S5f) reducetask, maptaskfIZERHFE/L
Mo XFMBN/L1 reducetask



4. 117 maptask

maptask
E reducetask
LRI
XA
......................... BATEXME map( key, value ) —p
HDFS : nK2
a.txt : i :
H : maptask :
b.txt \ gy |
: H H reducetask
: : HE1|]
map( key, value ) —p HE2
1. EEXHUE
maptask
R BRXMH
A -
atxt 0-128 XA
a.txt 128-256
b.txt 0-128 K I
map( key, value ) ——p N
$23Zjob

( job.split, jar, xml)

3. 1R1E split 3Xf&
253 maptask

5. RIS XEE
Jash2 reducetask

2. [3%) appmaster
yarn (job.split, jar, xml)
> appmaster

(6) ¥11T reducetask

reducetask ZXIEEY maptask FIZER X HFH B S XN RIAR o XEWE, Hla0
reducetask_01 HiEFE— N0 XHRIEIE

reducetask IEIREIMEUEIR key HLRYGF, 1545 reduce FiAMATANE, LIRS
SR8 E R &



4. 14T maptask

E maptask

inputformat

gExt| ;
DasRuE |

SR |

reducetask

FATEG

i maptask

E\

map( key, value ) —p N

HEA

map( key, value ) ——p :
7 H

ERt |

(good, 1) (good, 1) (good, 1)

reduce ( good, [1,1,1])

outputformat

reducetask

part-+-0001

(hi, 1) (hi, 1) (hi, 1)

1. EEXIUR

E maptask

R
atxt 0-128
a.txt 128-256
b.txt 0-128

HX1

HX2

#23Zjob
( job.split, jar, xml)

2. [35f) appmaster
yarn (job.split, jar, xml)

appmaster

ERXHA

map( key, value ) —p A :

3. 1R48 split X5
JB5h3 M maptask

reduce ( hi, [1,1,1])

part-r-0002 | &

5. IRIED XS

B5h2  reducetask

4. X1 - BEXIRFIIE

4.1 FTR5 XUBEE

4.1.1 3K

FEAUFNAPRERS, BERERA):

FiS

13726230501
13396230502

13897230503 400

13897230503 100 300

13597230534 500 1400

13597230534 300 1200

ZER—THF LITAE. ™MTRE #TEMN, ATELEH



a0 _EERY 13897230503 BEMKIC®, MENXMFICKFITEM, TER
M, =3

13797230503, 500, 1600, 2100

4.1.2 LI B
o map
W AR —TEUE, key NITHRISE, value MILATEIE
MR, NIAFHSH key, value RA—PNEME, BIF: LITRE. TR

£. BRE
FHNSEFFHRE Text, MXPTBEEANEAESHIERERT, FEBNBEE
X—""beanX %, HHEXIAFIIE

key: 13897230503
value: < upFlow:100, dFlow:300, sumFlow:400 >

e reduce
EBEW—1FNSRIR key, RXTFN SN MbeanIRES
a0 :

key:
13897230503

value:
< upFlow:400, dFlow:1300, sumFlow:1700 >,
< upFlow:100, dFlow:300, sumFlow:400 >

EbeanRES, BMBZW, F— T FAIbean IR, HIUl
< upFlow:400+100, dFlow:1300+300, sumFlow:1700+400 >

L



key: 13897230503
value: < upFlow:500, dFlow:1600, sumFlow:2100 >

4.2 (X hE5ci%

4.2.1 SIZEINE

HZBIMEB% serializebean , EFFIENXMHE pom.xml, AE:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>
<artifactId>mapreduce-serializebean</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce-serializebean</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>

<dependencies>
<!— https://mvnrepository.com/artifact/commons—beanuti
ls/commons—-beanutils ——>

<dependency>
<groupId>commons-beanutils</groupId>
<artifactId>commons—beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop—-common ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop—common</artifactId>
<version>2.7.3</version>
</dependency>



<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-common ——>

<dependency>

<groupIld>org.apache.hadoop</groupId>
<artifactId>hadoop—mapreduce-client—common</artifac
tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client-core</artifactI
d>
<version>2.7.3</version>
</dependency>
</dependencies>
</project>

AECIRBRIBER src/main/java

IR B R4

4.2.2 ({13

BENXbean: src/main/java/FlowBean

import java.io.Datalnput;
import java.io.DataOutput;
import java.io.IOException;



import org.apache.hadoop.io.Writable;

public class FlowBean implements Writable {
private long upFlow;
private long dFlow;
private long sumFlow;

public FlowBean(){

by

public FlowBean(long upFlow, long dFlow){
this.upFlow = upFlow;
this.dFlow = dFlow;
this.sumFlow = upFlow + dFlow;

public long getUpFlow() {
return upFlow;

}

public void setUpFlow(long upFlow) {
this.upFlow = upFlow;
b

public long getdFlow() {
return dFlow;

by

public void setdFlow(long dFlow) {
this.dFlow = dFlow;
b

public long getSumFlow() {
return sumFlow;

}

public void setSumFlow(long sumFlow) {
this.sumFlow = sumFlow;

by

public void write(DataOutput out) throws IOException {
out.writeLong(upFlow);
out.writeLong(dFlow);
out.writeLong(sumFlow);



public void readFields(DataInput in) throws IOException {
upFlow = in.readLong();
dFlow = in.readLong();
sumFlow = in.readLong();

@Override
public String toString() {

return upFlow + "\t" + dFlow + "\t" + sumFlow;

mapreducef2fF: src/main/java/FlowCount

import java.io.IOException;

import org.apache.hadoop.conf.Configuration;

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.io.LongWritable;

import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.Job;

import org.apache.hadoop.mapreduce.Mapper;

import org.apache.hadoop.mapreduce.Reducer;

import org.apache.hadoop.mapreduce. lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce. lib.output.FileOutputFormat;

public class FlowCount {
static class FlowCountMapper extends Mapper<LongWritable, T
ext, Text, FlowBean> {
@Override
protected void map(LongWritable key, Text value, Mapper
<LongWritable, Text, Text, FlowBean>.Context context)
throws IOException, InterruptedException {

/] F—1TABERstring

String line = value.toString();

/! YT FE

String[] fields = line.split("\t");

// BRHEFNS

String phoneNbr = fields[0];

// BRI _E1T72 FTHE

long upFlow = Long.parseLong(fields[1]);
long dFlow = Long.parseLong(fields[2]);



context.write(new Text(phoneNbr), new FlowBean(upF1l

ow, dFlow));

}

}

static class FlowCountReducer extends Reducer<Text, FlowBea
n, Text, FlowBean> {

es,

@Override
protected void reduce(Text key, Iterable<FlowBean> valu

Reducer<Text, FlowBean, Text, FlowBean>.Context

context) throws IOException, InterruptedException {

dFlow) ;

long sum_upFlow = 0;
long sum_dFlow = 0;

// EDFTBEbean, fFEFBALITRE, TTREDHIENM
for (FlowBean bean : values) {
sum_upFlow += bean.getUpFlow();
sum_dFlow += bean.getdFlow();

¥
FlowBean resultBean = new FlowBean(sum_upFlow, sum_
context.write(key, resultBean);

¥

public static void main(String[] args) throws Exception {

Configuration conf = new Configuration();
Job job = Job.getInstance(conf);

// FEELRFEFAI] ar BATERI AR
job.setJarByClass(FlowCount.class);

// FEEFLMZE]obE(EFHImapper/Reducer 32
job.setMapperClass(FlowCountMapper.class);
job.setReducerClass(FlowCountReducer.class);

// ¥EEmappe rigtiZiERIk v ZE 8
job.setMapOutputKeyClass(Text.class);
job.setMapOutputValueClass(FlowBean.class);

/ | 15E RS AV HEAIK v 28 2
job.setOutputKeyClass(Text.class);
job.setOutputValueClass(FlowBean.class);



// ¥EE] ob BIBIN RGPl B R

FileInputFormat.setInputPaths(job, new Path(args([0]));

// #E7E] ob A% 25 RATE B R

FileOutputFormat.setOutputPath(job, new Path(args[1]));

// #job FECERIEK S, LXKRjobATHRIjava kiR jar B, X4
yarnZiz{T

/*job.submit();*/

boolean res = job.waitForCompletion(true);
System.exit(res?0:1);

4.2.3 HwiFTE
7£ pom.xml Fi7E B R FTHATHEHS:

mvn package

MIT5ERE, SEMAER target B, ERBITELFRY jar XI5
HLEI B X451

— FlowBean.java
L— FlowCount.java

F—— mapreduce-serializebean-0.0.1-SNAPSHOT. jar

4.2.4 &1
5T target #HY jar £fEF! hadoop AR 28

RfE RN EUE S

pEE: https://pan.baidu.com/s/1skTABlr Z43: tjwy



L1£E| hdfs

hdfs dfs -mkdir -p /flowcount/input
hdfs dfs —-put flowdata.log /flowcount/input

BT

hadoop jar mapreduce-serializebean-0.0.1-SNAPSHOT.jar FlowCount
/flowcount/input /flowcount/output2

e

hdfs dfs —-cat /flowcount/output/x*

5. Xf2 - BEX X

5.1 FKRS LB

5.1.1 &K
EA LB FRIFAAFRE TR

FiES LiTHE THTRE
13726230501 200 1100
13396230502 300 1200
13897230503 400 1300
13897230503 100 300
13597230534 500 1400
13597230534 300 1200

ELMEIFRFITTREM ERN—TIHFXR: BEWFIT, FREHHNFINS
BRI ERRIX 4R



fI20 137 RREF AL, 138 BT AR, BAELRBEN, BIHRERRLY
S fth o

5.1.2 SCI B R

map 1 reduce FIMIEBEE EHIER, XEHFEZM2D:
(1) BEX—1PXE Partitioner

RIBFNSHEBEFH o X

BN XBELA reducetask, 81 reducetask #it— 14, 4, RE
DXFNBFEREN T AENER X4+

reducetask
maptask

reduce (key,value) | ..

inputformat " ! HDFS :

i R : :

: : \ outputformat \LA :
i HDFS : map( key, value ) "M part-r-0001 |

v

context.write

\ reducetask

' o partro002 |

AN reduce ( key, value ) P H

W5 R : :
outputformat

(2) £ main 2 HEEERAE EXRY Partitioner B 7]

5.2 {XESSCiEE

5.2.1 gl3Z1WH

ZEMBEB% custom_partion , EFFEXHE pom.xml, AE:

Partitioner
S

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>
<artifactId>mapreduce-custompartion</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>



<name>mapreduce—-custompartion</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>

<dependencies>
<!—— https://mvnrepository.com/artifact/commons—-beanuti
ls/commons—-beanutils ——>

<dependency>
<groupId>commons—-beanutils</groupId>
<artifactId>commons-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-common ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client—-common ——>

<dependency>

<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client—-common</artifac

tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client-core</artifactI
d>

<version>2.7.3</version>
</dependency>



</dependencies>
</project>

AERIEJFIZE R src/main/java

IR B R4 451

5.2.2 {13

B E X bean: src/main/java/FlowBean.java

import java.io.Datalnput;
import java.io.DataOutput;
import java.io.IOException;

import org.apache.hadoop.io.Writable;

public class FlowBean implements Writable {
private long upFlow;
private long dFlow;
private long sumFlow;

public FlowBean(){

¥

public FlowBean(long upFlow, long dFlow){
this.upFlow = upFlow;
this.dFlow = dFlow;
this.sumFlow = upFlow + dFlow;

by

public long getUpFlow() {
return upFlow;

by

public void setUpFlow(long upFlow) {
this.upFlow = upFlow;
b



public long getdFlow() {
return dFlow;

¥

public void setdFlow(long dFlow) {
this.dFlow = dFlow;
b

public long getSumFlow() {
return sumFlow;

¥

public void setSumFlow(long sumFlow) {
this.sumFlow = sumFlow;

¥

public void write(DataOutput out) throws IOException {
out.writeLong(upFlow);
out.writeLong(dFlow);
out.writeLong(sumFlow);

public void readFields(DataInput in) throws IOException {
upFlow = in.readLong();
dFlow = in.readLong();
sumFlow = in.readLong();

@Override
public String toString() {

return upFlow + "\t" + dFlow + "\t" + sumFlow;

HEX D X2E: src/main/java/ProvincePartitioner.java

import java.util.HashMap;

import org.apache.hadoop.io.Text;
import org.apache.hadoop.mapreduce.Partitioner;

public class ProvincePartitioner extends Partitioner<Text, Flow
Bean>{



public static HashMap<String, Integer> proviceDict = new Ha
shMap<String, Integer>();
static{

proviceDict.put("137", 0);
proviceDict.put("133", 1);
proviceDict.put("138", 2);
proviceDict.put("135", 3);
¥
@Override

public int getPartition(Text key, FlowBean value, int numPa
rtitions) {
String prefix = key.toString().substring(@, 3);
Integer provinceld = proviceDict.get(prefix);

return provinceld==null?4:provinceld;

XEABEEARINER, EHREX T — hashmap, BRIXEZE—1THIEE, &

X T FNSHDENRER

getPartition EXSFSHIAIL, EIMEEFIREXS, WRKEBREES,
MiEEEAN E DX (F4K)

mapreducefE%: src/main/java/FlowCount.java

import java.io.IOException;

import org.apache.hadoop.conf.Configuration;

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.io.LongWritable;

import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.Job;

import org.apache.hadoop.mapreduce.Mapper;

import org.apache.hadoop.mapreduce.Reducer;

import org.apache.hadoop.mapreduce. lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce. lib.output.FileOutputFormat;

public class FlowCount {
static class FlowCountMapper extends Mapper<LongWritable, T
ext, Text, FlowBean> {
@Override
protected void map(LongWritable key, Text value, Mapper



<LongWritable, Text, Text, FlowBean>.Context context)
throws IOException, InterruptedException {

/] F—1TABRstring

String line = value.toString();

/! U5 FE

String[] fields = line.split("\t");

/! BRHEIFH=S

String phoneNbr = fields[0];

/! B E1T7E MThE

long upFlow = Long.parseLong(fields[1]);
long dFlow = Long.parseLong(fields[2]);

context.write(new Text(phoneNbr), new FlowBean(upFl
ow, dFlow));
}
h

static class FlowCountReducer extends Reducer<Text, FlowBea
n, Text, FlowBean> {
@Override
protected void reduce(Text key, Iterable<FlowBean> valu
es,
Reducer<Text, FlowBean, Text, FlowBean>.Context
context) throws IOException, InterruptedException {

long sum_upFlow = 0;
long sum_dFlow = 0;

// EILFTBEbean, HFEFRILITRE, TITREDHIEN
for (FlowBean bean : values) {
sum_upFlow += bean.getUpFlow();
sum_dFlow += bean.getdFlow();

¥
FlowBean resultBean = new FlowBean(sum_upFlow, sum_
dFlow) ;
context.write(key, resultBean);
¥
¥

public static void main(String[] args) throws Exception {

Configuration conf = new Configuration();
Job job = Job.getInstance(conf);

/] IEEXFE/FHI] ar BIATTERIAR MR



job.setJarByClass(FlowCount.class);

// EERUZ]obE @A mapper/Reducer V553
job.setMapperClass(FlowCountMapper.class);
job.setReducerClass(FlowCountReducer.class);

// EEBNEEXIHED XEF
job.setPartitionerClass(ProvincePartitioner.class);
// [EREEEN" 7 X" #E/Hreducetask
job.setNumReduceTasks(5);

// FEEmapper ¥t ERIky £
job.setMapOutputKeyClass(Text.class);
job.setMapOutputValueClass(FlowBean.class);

/] FEEREH T HERIK Y 2
job.setOutputKeyClass(Text.class);
job.setOutputValueClass(FlowBean.class);

// FEE]obHIIIN FIE X AT B R
FileInputFormat.setInputPaths(job, new Path(args[0]));
// FEE]obRISL LA RATE H R
FileOutputFormat.setOutputPath(job, new Path(args([1]));

// FEjobrEiERIEXRZ 2, LARjobATARYjavasEhitERTjar B, X
Z8yarn&is{T

/* job.submit(); x/

boolean res = job.waitForCompletion(true);

System.exit(res ? 0 : 1);

main F2[5HIEE TER B EX N X2

job.setPartitionerClass(ProvincePartitioner.class);

5.2.3 {wiFFT &
7E pom.xml FREE R FTHATHEH2:

mvn package

MITSERE, SEMAER target BE, ERBITELFRY jar X4



IAEDE X M4

— FlowBean.java
— FlowCount.java
L— ProvincePartitioner.java

F—— mapreduce-custompartion—-0.0.1-SNAPSHOT. jar

5.2.4 1T
S4B target A9 jar 1%l hadoop ARS53S

BT

hadoop jar mapreduce-custompartion-0.0.1-SNAPSHOT.jar FlowCount
/flowcount/input /flowcount/output-part

wE

hdfs dfs -1s /flowcount/output-part

6. L3 - TR HEL

6.1 KRS LB

ITRPEEHERANICER

6.1.1 TR
BUT™ITEREEIE:
1TEid BFmmid AR EEN

Order_0000001 Pdt_ 01  222.8

Order_0000001 Pdt 05 25.8



Order_0000002 Pdt 03 522.8
Order_0000002 Pdt_ 04 122.4

Order_0000003  Pdt_01  222.8
FRREB—MTRFUREIMEAN—ERS

6.1.2 LI B 2%
HENB—EZ GroupingComparator fHELIRZR
18id wordcount IEERMIAYEF

wordcount i map ZME5ERERIZEE REUE 2 X AEY :

<good, 1>
<good, 1>
<good, 1>
<is, 1>
<is, 1>

reducer SIEXLEIEEIL AR, ARFHITOH, IE key HHEIBME—AH, F2RK
XA :

<good, [1,1,1]>
<is, [1,1]>

RENET—HEGEREB—X reduce( key, Iterable, ...) A&

HA o HIRIEMFTEEMAE] GroupingComparator , XY key #1TLEER, HHEIRY
E—4H

LEHIFAY Partitioner =/ET map imAY, GroupingComparator =/&E
F reduce I%RY

TEERRLIEE
(1) EX—11THbean

BUHEE: T8RS, £



{ itemid, amount }
BLME] L, SEEiA% compareTo , LEEHIN: {TBEEREN, 1REEIT
BELER, HE, REBERIER

(2) EX— Partitioner

RIEITE SHhashcoden X, FIMARIEITRESHEHENER—T2X, AE
reduce FIEIREIE—MTEREINEIICHE

B9 XEIERE RN, XMAZIT bean FILERFSIE, ATLETRESERDN
ICRRBEHMREINHRF

£ map AiEFHEEIER, key FiZ bean, value 9 null
mapHY 4 REERZ B0 :
PXA pX2
<{ Order_0000001, 222.8 }, null>  <{Order_0000002, 522.8}, null>

<{ Order_0000001, 25.8}, null> <{ Order_0000002, 122.4}, null>

<{ Order_0000003, 222.8}, null>

(8) EX— GroupingComparator

E map BEREIET key & bean, AEEBEHIERE, AUFEERBEX
AILEEREE R DA, FEF bean HHY ITRS KLER

BInEE R X 1RO £ R :

<{ Order_0000001, 222.8 }, null>,
<{ Order_0000001, 25.8 }, null>,
<{ Order_0000003, 222.8 }, null>

HATEESR, BIMFEURRIITESHER, MA—H, BARMUE—FRICEMN key F
FXBICFRY key

BRI T

<{ Order_0000001, 222.8 }, [null, null]l>,



<{ Order_0000003, 222.8 }, [null]>

£ reduce HIEFRRRINEAHICER key MERNRELBENGR, PMUEERR
BRI AI A Y

reducetask 1

<{ Order_0000001, 222.8 }, null>

maptask LS E1ME <{ Order_0000001, 25.8}, null>
<{ Order_0000003, 222.8 }, null>
LR
HE1: GroupingComparator
B A
iT4id BRid  EXEW \ <[ Order_0000001, 222.8 ), null>

<{ Order_0000001, 25.8 }, null>
<{ Order_0000003, 222.8 }, null>

<{ Order_0000001, 222.8 }, [null, null]>
<{ Order_0000003, 222.8 }, [null]>

Order_0000001  Pdt 01 22238 map( key, value )

Order_0000001 Pdt 05 25.8
HX2:

Order_0000002 Pdt 03 5228 B3 bean <{ Order_0000002, 522.8 }, null> reduce( { Order_0000001, 222.8 }, [null, null], ...)
<{ Order_0000002, 122.4 }, null>
Order_0000002 Pdt 04 1224 *
context.write( bean, null )
Order_0000003 Pdt 01 22238 context.write( { Order_0000001, 222.8}, null)
RBTESH

Partitioner

'
'
v part-r-0001 '
'

Order_0000001 222.8

6.2 f{I85CEE

6.2.1 EIZIN[

ZBINBEBE® groupcomparator , HAFFEXHE pom.xml , AE:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>
<artifactId>mapreduce—-groupcomparator</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce—groupcomparator</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>



<dependencies>

<!—— https://mvnrepository.com/artifact/commons—beanuti
ls/commons—-beanutils ——>
<dependency>

<groupId>commons-beanutils</groupId>
<artifactId>commons—-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-common ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-common ——>

<dependency>

<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client—-common</artifac
tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client-core</artifactI
d>
<version>2.7.3</version>
</dependency>
</dependencies>
</project>

ARECIZEIRBER src/main/java

IR B R4 EH



6.2.2 {13

*HE X bean: ** src/main/java/OrderBean.java

import
import
import

import
import
import

public
{

java.io.DataInput;
java.io.DataOutput;
java.io.IOException;

org.apache.hadoop.io.DoubleWritable;
org.apache.hadoop.io.Text;

org.apache.hadoop.io.WritableComparable;

class OrderBean implements WritableComparable<OrderBean>

private Text itemid;
private DoubleWritable amount;

public OrderBean() {

by

public OrderBean(Text id, DoubleWritable amount){

by

this.set(id, amount);

public void set(Text id, DoubleWritable amount){

this.itemid = id;
this.amount = amount;

public Text getItemid() {

¥

return itemid;

public void setItemid(Text itemid) {

}

this.itemid = itemid;

public DoubleWritable getAmount() {



return amount;

public void setAmount(DoubleWritable amount) {
this.amount = amount;

by

public void readFields(DataInput in) throws IOException {
this.itemid = new Text(in.readUTF());
this.amount = new DoubleWritable(in.readDouble());

public void write(DataOutput out) throws IOException {
out.writeUTF(itemid.toString());
out.writeDouble(amount.get());

public int compareTo(OrderBean o) {
int ret = this.itemid.compareTo(o.getItemid());

if(ret == 0){
ret = —this.amount.compareTo(o.getAmount());
}
return ret;
¥
@Override

public String toString() {
return itemid.toString() + "\t" + amount.get();

by

HENXDX23: src/main/java/ltemldPartitioner.java

import org.apache.hadoop.io.NullWritable;
import org.apache.hadoop.mapreduce.Partitioner;

public class ItemIdPartitioner extends Partitioner<OrderBean, N
ullWritable>{

@Override
public int getPartition(OrderBean bean, NullWritable value,
int numReduceTasks) {
// 18[E1idATiTEbean, & 7t1E/E partition
//MH, FEND X, E=BREFIRENreduce task#Ris—H
return (bean.getItemid().hashCode() & Integer.MAX_VALUE
) % numReduceTasks;

by



BHENX 88 : src/main/java/MyGroupingComparator.java

import org.apache.hadoop.io.WritableComparable;
import org.apache.hadoop.io.WritableComparator;

public class MyGroupingComparator extends WritableComparator {
public MyGroupingComparator() {
super (OrderBean.class, true);

}

@Override
public int compare(WritableComparable a, WritableComparable
b) {
OrderBean obl = (OrderBean)a;
OrderBean ob2 = (OrderBean)b;
return obl.getItemid().compareTo(ob2.getItemid());

mapreducef2%: src/main/java/GroupSort.java

import java.io.IOException;

import org.apache.hadoop.conf.Configuration;

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.io.DoubleWritable;

import org.apache.hadoop.io.LongWritable;

import org.apache.hadoop.io.NullWritable;

import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.Job;

import org.apache.hadoop.mapreduce.Mapper;

import org.apache.hadoop.mapreduce.Reducer;

import org.apache.hadoop.mapreduce. lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce. lib.output.FileOutputFormat;

public class GroupSort {
static class SortMapper extends Mapper<LongWritable, Text,
OrderBean, NullWritable> {
OrderBean bean = new OrderBean();

@Override



protected void map(LongWritable key, Text value, Contex
t context) throws IOException, InterruptedException {

String line = value.toString();
String[] fields = line.split(",");
bean.set(new Text(fields[@]), new DoubleWritable(Do
uble.parseDouble(fields[2])));
context.write(bean, NullWritable.get());
}

static class SortReducer extends Reducer<OrderBean, NullWri
table, OrderBean, NullWritable> {
@Override
protected void reduce(OrderBean key, Iterable<NullWrita
ble> val, Context context)
throws IOException, InterruptedException {

context.write(key, NullWritable.get());

public static void main(String[] args) throws Exception {
// BIZEFS
Configuration conf = new Configuration();
Job job = Job.getInstance(conf);
job.setJarByClass(GroupSort.class);

/] FSHHER
job.setOutputKeyClass(OrderBean.class);
job.setOutputValueClass(NullWritable.class);

// #EE map reduce
job.setMapperClass(SortMapper.class);
job.setReducerClass(SortReducer.class);

job.setGroupingComparatorClass(MyGroupingComparator.cla
ss);

job.setPartitionerClass(ItemIdPartitioner.class);

job.setNumReduceTasks(2);

/! BIAXHER. BLHER
FileInputFormat.setInputPaths(job, new Path(args([0]));
FileOutputFormat.setOutputPath(job, new Path(args([1]));

/] FERIESS
job.waitForCompletion(true);



6.2.3 miFIT &
£ pom.xml FAIEEZF FTHITHEGL:

mvn package

W15, SBMAER target BE, ERBITEIFRY jar X4
IR X 44514

— GroupSort.java
— ItemIdPartitioner.java
— MyGroupingComparator.java

|

|

|

|

|

| L— OrderBean.java
L— target

|— mapreduce—-groupcomparator-0.0.1-SNAPSHOT. jar

6.2.4 iIT1T
5T target A jar 1%l hadoop ARSZ2:
TEUMIEIE S

PEE: https://pan.baidu.com/s/1pKKlvh5 Z543: 43xa
E£E hdfs
hdfs dfs —put orders.txt /

BT



hadoop jar mapreduce—groupcomparator—0.0.1-SNAPSHOT.jar GroupSo
rt /orders.txt /outputOrders

wE

hdfs dfs -ls /outputOrders
hdfs dfs —cat /outputOrders/x*

7. XLHl4 - SRS

7.1 BXRE5HMB

7.1.1 &K

R BENBERXEREREN/ NS, FEMRDEESNR IR HIESLRRAITT
BFHEKR, XL T RRGE

EE AL\ HEFHR— DA
7.1.2 M E

XAERYIEEY A map imTa3R, ERIENREEFRATUER—T inputformat F3
SEIEE A, SRR key value e & 348 map A&

BANEBEXXHNERETRE, MBETREMTRE:



maptask

832 RecordReader

al.txt ' l

1A nextKeyValue() %58 key, value

a2.txt 5 l

i@3id getCurrentKey() 1 getCurrentValue()

------ : BEEEE R key, value

eeeereeeeeeeenenean) - |

3845 map( key, value )

FRAFEAIEEEENX — inputformat #] RecordReader

inputformat {EAEI{1E =AY RecordReader , RecordReader fATRSLIN—)K
R — 1B AN key value

map EKEIXHRE, REUXHRR key, UAXHREN value, @IMEH

reduce BUESRIERE R, WEHTLABETAMAINT, FAIUEIUNER, B2k
RN EFE, E{FA SequenceFileOutPutFormat (FA3iEEITR)

AN reduce IKEIHY key value RN R, TEEBAINA, reduce ERIAHVEE H
1&IUE TextOutputFormat, {FRAMMAIIE, RELMENABTMEXNRID, FRNE(E
Fi SequenceFileOutPutFormat #1T%iL

7.2 ATE5CE%

7.2.1 8IEH

FTEIEBE% inputformat , HPFEXHE pom.xml , AE:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>



<artifactId>mapreduce-inputformat</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce-inputformat</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>

<dependencies>
<!—— https://mvnrepository.com/artifact/commons—-beanuti
ls/commons—-beanutils ——>

<dependency>
<groupId>commons—-beanutils</groupIld>
<artifactId>commons—-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop—-common ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop-common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupIld>org.apache.hadoop</groupIld>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client—-common ——>

<dependency>

<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client—-common</artifac

tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>

<groupId>org.apache.hadoop</groupId>



<artifactId>hadoop—-mapreduce-client-core</artifactI

d>
<version>2.7.3</version>
</dependency>
</dependencies>
</project>

AERIEJFIZE R src/main/java

IR B R4
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BE Xinputform: src/main/java/MylnputFormat.java

import java.io.IOException;
import java.io.Reader;

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.io.BytesWritable;

import org.apache.hadoop.io.NullWritable;

import org.apache.hadoop.mapreduce.InputSplit;

import org.apache.hadoop.mapreduce.JobContext;

import org.apache.hadoop.mapreduce.RecordReader;

import org.apache.hadoop.mapreduce.TaskAttemptContext;

import org.apache.hadoop.mapreduce. lib.input.FileInputFormat;

public class MyInputFormat extends FileInputFormat<NullWritable
, BytesWritable> {
@Override
protected boolean isSplitable(JobContext context, Path file
name) {
/] BEFNXMHAETD A, RUF—TNWX LKL —Tkey—-value f#{EXS
return false;

@Override
public RecordReader<NullWritable, BytesWritable> createReco
rdReader (InputSplit split, TaskAttemptContext context)



throws IOException, InterruptedException {

MyRecordReader recordReader = new MyRecordReader();
recordReader.initialize(split, context);
return recordReader;

createRecordReader FiEFEIE—TBEENH reader

BEXreader: src/main/java/MyRecordReader.java

import java.io.IOException;

import org.apache.hadoop.conf.Configuration;

import org.apache.hadoop.fs.FSDataInputStream;

import org.apache.hadoop.fs.FileSystem;

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.io.BytesWritable;

import org.apache.hadoop.io.IOUtils;

import org.apache.hadoop.io.NullWritable;

import org.apache.hadoop.mapreduce.InputSplit;

import org.apache.hadoop.mapreduce.RecordReader;
import org.apache.hadoop.mapreduce.TaskAttemptContext;
import org.apache.hadoop.mapreduce. lib.input.FileSplit;

public class MyRecordReader extends RecordReader<NullWritable,
BytesWritable> {

private FileSplit fileSplit;

private Configuration conf;

private BytesWritable value = new BytesWritable();
private boolean processed = false;

@Override
public void close() throws IOException {

¥

@Override
public NullWritable getCurrentKey() throws IOException, Int
erruptedException {
return NullWritable.get();
¥

@Override
public BytesWritable getCurrentValue() throws IOException,



InterruptedException {
return value;

}

@Override
public float getProgress() throws IOException, InterruptedE
xception {
return processed ? 1.0f : 0.0f;

by

@Override
public void initialize(InputSplit split, TaskAttemptContext
context) throws IOException, InterruptedException {
this.fileSplit = (FileSplit) split;
this.conf = context.getConfiguration();

@Override
public boolean nextKeyValue() throws IOException, Interrupt
edException {
if (!processed) {
byte[] contents = new byte[(int) fileSplit.getlLengt
h()1;
Path file = fileSplit.getPath();
FileSystem fs = file.getFileSystem(conf);
FSDataInputStream in = null;
try {
in = fs.open(file);
I0Utils.readFully(in, contents, @, contents.len
gth);
value.set(contents, 0, contents.length);
} finally {
I0Utils.closeStream(in);
¥
processed = true;
return true;
b

return false;

HABF3M 0 AE: nextKeyValue . getCurrentKey . getCurrentValue

nextKeyValue ATTEMBEELELE map 75i58Y key # value



getCurrentKey .

getCurrentValue =SEFFIREX key  value BY

FffbA RecordReader HIRZCMILEIFEE: 83T nextKeyValue £ X key value, &
[23@3 getCurrentKey #[1 getCurrentValue iR [0]_FEIEIFAY key value

XEH nextKeyValue ATIEENXHRNBIEN value

mapreducef2fF: src/main/java/ManyToOne.java

import java.io.IOException;

import
import
import
import
import
import
import
import
import
import
import
import

org.
org.
org.
org.
org.
org.
org.
org.
org.
org.
org.
org.

tFormat;

apache

apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.

-hadoop.
hadoop.
.1i0.BytesWritable;

hadoop

hadoop.
hadoop.
.mapreduce.InputSplit;

.mapreduce.Job;

.mapreduce.Mapper;
.mapreduce.lib.input.FileInputFormat;
.mapreduce.lib.input.FileSplit;
.mapreduce.lib.output.FileOutputFormat;
.mapreduce.lib.output.SequenceFileOutpu

hadoop
hadoop
hadoop
hadoop
hadoop
hadoop
hadoop

public class ManyToOne {
static class FileMapper extends Mapper<NullWritable, BytesW

ritable, Text, BytesWritable> {

private Text filenameKey;

@Override

protected void setup(Context context)

throws IOException, InterruptedException {

}

conf.Configuration;
fs.Path;

1io0.NullWritable;
io.Text;

InputSplit split = context.getInputSplit();
Path path = ((FileSplit) split).getPath();
filenameKey = new Text(path.toString());

@Override
protected void map(NullWritable key, BytesWritable valu
e, Context context)
throws IOException, InterruptedException {
context.write(filenameKey, value);

public static void main(String[] args) throws Exception {



Configuration conf = new Configuration();
Job job = Job.getInstance(conf);
job.setJarByClass(ManyToOne.class);

job.setInputFormatClass(MyInputFormat.class);
job.setOutputFormatClass(SequenceFileOutputFormat.class

job.setOutputKeyClass(Text.class);
job.setOutputValueClass(BytesWritable.class);
job.setMapperClass(FileMapper.class);

FileInputFormat.setInputPaths(job, new Path(args([0]));
FileOutputFormat.setOutputPath(job, new Path(args[1]));

job.waitForCompletion(true);

main 2 IEEFEAFAIEEXR MyInputFormat , HiHi{ER

SequenceFileOutputFormat

7.2.3 fiFITE
£ pom.xml FRIEE R TRITITEMS:

mvn package

MITSERE, SEMAR target BE, ERBITELFRY jar X4
IR R X451

— pom.xml
I— src
| L— main

| L— java

| — ManyToOne. java

| — MyInputFormat.java
| L— MyRecordReader. java
L — target

— ...
F__

mapreduce-inputformat-0.0.1-SNAPSHOT. jar



7.2.4 iT1T
SCiE target Y jar 1% hadoop ARSS23
RN, 1Bhadoop B EFHVESE X4 %% hdfs

hdfs dfs -mkdir /files
hdfs dfs —put $HADOOP_HOME/etc/hadoop/x.xml /files

B17

hadoop jar mapreduce-inputformat-0.0.1-SNAPSHOT.jar ManyToOne /
files /onefile

i

|3t

hdfs dfs -1s /onefile

MR 2 F

8.1 /K5 B

8. 3Lfl5 - 94

8.1.1 T3k
B FITREE:
iT8id BRid  BXEm

Order_0000001 Pdt 01 222.8
Order_0000001 Pdt 05 25.8

Order_0000002 Pdt 05 325.8
Order_0000002 Pdt 03 522.8
Order_0000002 Pdt 04 1224

Order_0000003 Pdt_ 01 222.8



Order_0000003 ~ Pdt_01  322.8
FRICBEITRIANCRBE—TXHEF, FUITRidaR

8.1.2 SCH B %
XNERTTAEIZ(EA MultipleOutputs XSS

FINERT, 81 reducer EA—1XH, XHFRZASPXSdHE, HIE0 'part-r-
00000', 1M MultipleOutputs RILARR key fEA3 4%, %0 ‘Order_0000001-r-
00000’

LA, BEEFE map RAEELRKICE, U ITHId’A key, reduce H{#H
MultipleOutputs #1738, =B key AXMHR, XHERBMEEE key BY
FRE1C%&

{5170 ‘Order_0000001-r-00000° FHIABFE :

Order_0000001,Pdt_05,25.8
Order_0000001,Pdt_01,222.8

8.2 {85k

8.2.1 SlIZEINH

FMEMBEBER multioutput , HPFFEXMHEF pom.xml , AA:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>
<artifactId>mapreduce-multipleOutput</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce-multipleOutput</name>
<url>http://maven.apache.org</url>



<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>

<dependencies>
<!— https://mvnrepository.com/artifact/commons—beanuti
ls/commons—beanutils ——>

<dependency>
<groupId>commons-beanutils</groupIld>
<artifactId>commons-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop—-common ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client—-common ——>

<dependency>

<groupIld>org.apache.hadoop</groupIld>
<artifactId>hadoop—-mapreduce-client—-common</artifac
tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop—-mapreduce-client-core</artifactI
d>
<version>2.7.3</version>
</dependency>
<dependency>
<groupId>junit</groupId>
<artifactId>junit</artifactId>



<version>3.8.1</version>
<scope>test</scope>
</dependency>
</dependencies>
</project>

AELIERJFIEER src/main/java

DD E B RSG5/

8.2.2 {15

mapreducef2f%: src/main/java/MultipleOutputTest.java

import java.io.IOException;

import
import
import
import
import
import
import
import
import
import
import

org.

org

org.

org

org.

org

org.

org

org.
org.
org.

apache.
.apache.
apache.
.apache.
apache.
.apache.
apache.
.apache.
apache.
apache.
apache.

hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.

conf.Configuration;

fs.Path;

io.LongWritable;

io.NullWritable;

io.Text;

mapreduce.Job;

mapreduce.Mapper;

mapreduce.Reducer;
mapreduce. lib. input.FileInputFormat;
mapreduce. lib.output.FileOutputFormat;
mapreduce. lib.output.MultipleOutputs;

public class MultipleOutputTest {
static class MyMapper extends Mapper<LongWritable, Text, Te

xt, Text> {

@Override
protected void map(LongWritable key, Text value, Contex
t context) throws IOException, InterruptedException {

String line
String[] fields = line.split(",");
context.write(new Text(fields[0]), value);

value.toString();



static class MyReducer extends Reducer<Text, Text, NullWrit
able, Text> {
private MultipleOutputs<NullWritable, Text> multipleOut
puts;

protected void setup(Context context) throws IOExceptio
n, InterruptedException {
multipleOutputs = new MultipleOutputs<NullWritable,
Text>(context);

}

@Override
protected void reduce(Text key, Iterable<Text> values,
Context context)
throws IOException, InterruptedException {

for (Text value : values) {
multipleOutputs.write(NullWritable.get(), value
, key.toString());

}

protected void cleanup(Context context) throws IOExcept
ion, InterruptedException {
multipleOutputs.close();
b

public static void main(String[] args) throws Exception {
Configuration conf = new Configuration();
Job job = Job.getInstance(conf);
job.setJarByClass(MultipleOutputTest.class);

job.setMapperClass(MyMapper.class);
job.setReducerClass(MyReducer.class);

job.setMapOutputKeyClass(Text.class);
job.setMapOutputValueClass(Text.class);

job.setOutputKeyClass(NullWritable.class);
job.setOutputValueClass(Text.class);

FileInputFormat.setInputPaths(job, new Path(args([0]));



FileOutputFormat.setOutputPath(job, new Path(args([1]));

/] FERIES
job.waitForCompletion(true);

8.2.3 FwiFIT &
£ pom.xml FAIEEZ FHITHEGL:

mvn package

WAT5eRE, SBMAER target BE, ERBEITEIFRY jar X4
IR X 4451

F—— mapreduce-multipleQutput-0.0.1-SNAPSHOT. jar

8.2.4 i&{T
53R target AT jar E1EFI hadoop AR5 23

RIRE1T

hadoop jar mapreduce-multipleQOutput-0.0.1-SNAPSHOT.jar Multiple
OQutputTest /orders.txt /output-multi

wE

hdfs dfs -1s /output-multi



9. MapReduce #Z IOV iE i I

BI1B2 T H#R T MapReduce RIABLRTE:

(1) maptask M BHRXXHEHIZEVEIE

(2) mapper B9 map HIEMEE—FKEUE, WHEIXHEH

(3) reducer iEEY map MR, #1THH, EBE—HRL reduce FiEH#TT
1, &ERHEIEERRER

maptask

reducetask

.....................

1RIE key D4R

1 VX l ! | part-r-00000
at.xt : £33 map( key, value )
. ‘ 1&idea reduce (key, values ) :
; it / -
: context write :

context.write

HEREEXM

EREFNRE, BT REERE MapReduce W ITIEAI

B FENILDRA, BNEEEM T —SERANMET, 5120 mapper B9
inputform HR%E RecordReader. reducer F1i:H GroupingComparator

TEME—TEMRANLERZ

maptask FRJLLIERTE
(1) EXHRIE



maptask

RecordReader R°% ‘

read KV
\ Mapperfd
L, pp

map( key, value )
L

v

' context.write
s | o
' RIS

B S RIRBIINIS G #1749, inputformat A RecordReader 3EEI
#1]) 5, RecordReader &4 key value )L, 1&iB%5 Mapper B9 map 5%

(2) BAGERXHRIMTZ

M Mapper 89 map 535 context.write Zf5, RAEREUESMH XD
HiIERERE Y

Mapperfd
map( kely, value ) RFAE K <a, 1> <a, 1> <b,1> <b,1> <c, 1>

v

context.write

!

OutputCollector

ZHEGAFIB0%LAE, WATRIIRIE
LR X AR R
BEEX

BEHENT (DREBR) 2Rt siE s s K TIaHHE

............................ BRRENERE
POBEAR HE |y oo b1 TR

Splller BN \
/ alalcldldibilblelfin
\ﬁm&;&x1¢z /
i SRR did1fet £1 n1

(S S G

context.write AEREEBEAXMH, MEELIERL OoutputCollector ,
OutputCollector IBEUIET N ML E X’

‘WEHRX PrISIESHITHR

RAZPXBANZ ARG, FAXEIRHN (AFI80%) MBELEHEFRIEIE
SHE, XTI REWSERE RS

b E— X HER, St IR XASIERITOHE,. BRI, REEAX
&, Pl H:'.K#EIJE’E&UEE“W?EE’J AHEHEREFH



BRad#zmE—ahEEXE, ANEESZT

2 map A ETEHIER, MY T abBEXERITEH, STXXEPEE
XEOBERE—E, AFXHEEFE, RETFE—TBEANGRXY, HPEHsXE

BFEY

XA T mapid iz,

maptask

EEEEENS SR HRIE RS R T E

RecordReader w

Mapperf
map( key, value )
i

!

context.write

OutputCollector

§sp\|\er E BAXM

; Partitioner 9 X 2% :

<a, 1> <a, 1> <b,1> <b,1> <c,1>

HFRARIHX

FHIAZIB0% LG, HATHLRIE
IELRIE XA R
AEEPX

BHBIEXH (HXEEF)
23 HX. HF

b"l bV1

X & BIES R & 5 BT HE
SRR BRI

alalctdildil b.1|b.1 e1 f1 h,1|

S ff ﬁfi{izm n1
--------------------------- A
reducetask FILLIBRTE
reducetask1

5 K1EIEREIA
maptask 1H R X+ /

ataictdldibifb BM

maptask2£ X5

a1 d1]f1 hA

reducetask EIZE maptask FENER X EHH B SRR

El=w:

| a1 alc1d1dil |

a1 a1l alctdldild1

!

J&@5T GroupingComparaor #1754

B3 k—EBHIE

Reducerty
reduce ( key, values, ... )

I

context.write

‘ RecordWriter
outputformat *

write KV

=
28

part-r-00000

B9 XEUE, 1%

N ZTEIEHHITEHAF, A/FEE GroupingComparaor #7044, #£1H




[@ key FUEUEREI—4AH

X AR —

BRIz

2 map # reduce RIS FEEAS T3

maptask1

/R reduce /7%, AMBEMEENBREERXG

RecordReader w

read KV

_________ /\

SR

OutputCollector

O R -5 U - =

E Partitioner %) X 8%
key.compareTo tt#%2% ﬁ RS

j spiller Posa

Mappert TRAERX <a, 1> <a, 1> <b,1> <b,1> <c,1>
map( key, value )
i
* _ ERKIARIB0% NG, PITEIIRIE
context.write EHFETXAT RIS
BEETX

BHBEXH (PREAF)

SR EUR S P &S KTV HF
BEIRENERXM

alalc1dildil b,1|b.1 el fi h,1‘

St P — X

% a1 at c1|bd b
ﬁ&i*ﬁlﬁYﬁ-Z >
# didifet 1 na - \

|

maptask2

BRI

o]

£ KIBBIRES At
reducetask1

| alatlctdldl | | al di |

ait HF
| a1 alalci1dldildil |

|

context.write . BT A RecordWriter write KV ]

10. 3C{5ll6 - join HR1E

10.1 /R5 I B

10.1.1 3K
B EEXS: 1TREE. AmiER

TTEREURER order

id

date pid amount

GroupingComparaor jaesd Reducerft H :

i | partr-oo000 |

reducetask2

write KV




1001 20170310 POOO1 2
1002 20170410 POOO1 3

1002 20170410 PO0O02 3

B {5 B & product

id pname category_ id price
P0001  /J\K5 1000 2
P0O002  (EFTT 1000 3

F=E A mapreduce F2[FR T FEIXSQLEGIZHE :

select o0.1id order_id, o.date, o.amount, p.id p_id, p.pname, p.c
ategory_id, p.price
from t_order o join t_product p on o.pid = p.id

10.1.2 S BB §%

SQLAYATE R EIXIFHY
order_id date p_id pname  category_id price
1001 20170310  P0OO0O1 1I\AK5 1000 2
1002 20170410  POO0O1 II\AK5 1000 2
1002 20170410 P0002 fEFTT 1000 3

IR MR ABRITRICRAI T LERRFPOER

SEI B :

(1) EXbean

IESQLITAER PRI E RN —Tbean R, SEMFFIL

beanF REF—NBIMIB M flag, FAFRIMRLNRMNEIERITEEEE R

(2) map 432



map ZIERM A FREVEHE, RIEXHR A URE S RDXFAER T R EE

u]s}

NEBFIHIRCIE— bean WK, REMNNEM, HiFIR flag (0 % order,
1 X% product)

BAjoinBxBXIR 'productid' y key, bean FJ value 174
(3) reduce 4hI2
reduce 75515 E] pid 1EEIAV—2H bean IIHR

&FH bean JREE, WR bean BITHEWE, MBMA—THNITRESH, W
REBmMEWE, MEFE—TEmbean

REBHITHINTRES, ERAEmbeantIEIEN S MT Ebean# T 240

£
XFEMFR T ZBNITRRERRESR

10.2 fNF33CiE%

10.2.1 8IiEINE
FTRINBEB® jointest , EBFEXHE pom.xml , AAE:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>

<groupId>demo.mr</groupId>
<artifactId>mapreduce-jointest</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce-jointest</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>



<dependencies>

<!—— https://mvnrepository.com/artifact/commons—beanuti
ls/commons—-beanutils ——>
<dependency>

<groupId>commons-beanutils</groupId>
<artifactId>commons—-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop—-common ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client—-common ——>

<dependency>

<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client—-common</artifac
tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client-core ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-mapreduce-client-core</artifactI
d>
<version>2.7.3</version>
</dependency>
<dependency>
<groupId>junit</groupIld>
<artifactId>junit</artifactId>
<version>3.8.1l</version>
<scope>test</scope>
</dependency>
</dependencies>



</project>

AEEIERJFIEER src/main/java

DD E B R4 5

10.2.2 RS

*$jZ&Ebean: ** src/main/java/InfoBean.java

import java.
import java.
import java.

import org.a
public class

private
private
private
private
private
private
private

// flag=
// flag=

private

public I
}

io.Datalnput;
io.DataOutput;
io.I0Exception;

pache.hadoop.io.Writable;
InfoBean implements Writable {

int order_id;
String dateString;
String p_id;

int amount;

String pname;

int category_id;
float price;

ORTX T X REFHRITERICFR
1RTX TR ETI R dala/ R ICR
String flag;

nfoBean() {

public void set(int order_id, String dateString, String p_i

d, int amoun

ng flag) {
this
this
this

t, String pname, int category_id, float price, Stri

.order_id = order_id;
.dateString = dateString;
.p_id = p_id;



this.amount = amount;
this.pname = pname;
this.category_id = category_id;
this.price = price;
this.flag = flag;

}

public int getOrder_id() {
return order_id;

by

public void setOrder_id(int order_id) {
this.order_id = order_id;

}

public String getDateString() {
return dateString;

¥

public void setDateString(String dateString) {
this.dateString = dateString;
¥

public String getP_id() {
return p_id;

¥

public void setP_id(String p_id) {
this.p_id = p_id;
¥

public int getAmount() {
return amount;

by

public void setAmount(int amount) {
this.amount = amount;

by

public String getPname() {
return pname;

by

public void setPname(String pname) {
this.pname = pname;

by



public int getCategory_id() {
return category_id;

}

public void setCategory_id(int category_id) {
this.category_id = category_id;

¥

public float getPrice() {
return price;

by

public void setPrice(float price) {
this.price = price;

¥

public String getFlag() {
return flag;

¥

public void setFlag(String flag) {
this.flag = flag;

s

/%%

* private int order_id; private String dateString; private

int p_id;

* private int amount; private String pname; private int ca

tegory_id;

* private float price;

*/

public void write(DataOutput out) throws IOException {

out.
out.
.writeUTF(p_id);
out.
out.
out.

out

out

writeInt(order_id);
writeUTF(dateString);

writeInt(amount);
writeUTF(pname);
writeInt(category_id);

.writeFloat(price);
out.

writeUTF(flag);

public void readFields(DataInput in) throws IOException {
this.order_id = in.readInt();
this.dateString = in.readUTF();
this.p_id = in.readUTF();



this.amount = in.readInt();

this.pname

= in.

readUTF();

this.category_id = in.readInt();

this.price

= 1in.

readFloat();

this.flag = in.readUTF();

@Override
public String toString() {

return "order_id=" + order_id + ", dateString=" + dateS
tring + ", p_id=" + p_id + ", amount=" + amount + ", pname=" +
pname + ", category_id=" + category_id + ", price=" + price + "
, flag=" + flag;

by
iy

mapreducef2fF: src/main/java/JoinMR.java

import
import

import
import
import
import
import
import
import
import
import
import
import
import

java.io.IOException;
java.util.ArraylList;

org

org.
org.
org.
org.
org.
org.
org.
org.
org.
org.
org.

.apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.

common

hadoop.
hadoop.
hadoop.

hadoop

hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.

public class JoinMR {
static class JoinMRMapper extends Mapper<LongWritable, Text
, Text, InfoBean> {
InfoBean bean =
Text k = new Text();

@Override
protected void map(LongWritable key, Text value, Contex
t context) throws IOException, InterruptedException {

String line

s.beanutils.BeanUtils;
conf.Configuration;

fs.Path;

io.LongWritable;

.io.NullWritable;

io.Text;

mapreduce.Job;

mapreduce.Mapper;

mapreduce.Reducer;
mapreduce.lib.input.FileInputFormat;
mapreduce.lib.input.FileSplit;
mapreduce.lib.output.FileOutputFormat;

new InfoBean();

= value.toString();



String[] fields = line.split("\t");

FileSplit inputSplit = (FileSplit) context.getInput
Split();
String filename = inputSplit.getPath().getName();
String pid = "";
if (filename.startsWith("order")) {
pid = fields[2];
bean.set(Integer.parseInt(fields[0]), fields[1]
, pid, Integer.parselnt(fields[3]), "", @, @, "0");
} else {
pid = fields[0];
bean.set(0, "', pid, 0, fields[1], Integer.pars
eInt(fields[2]), Float.parseFloat(fields([3]), "1");
b

k.set(pid);
context.write(k, bean);

static class JoinMRReducer extends Reducer<Text, InfoBean,
InfoBean, NullWritable> {
@Override
protected void reduce(Text pid, Iterable<InfoBean> bean
s, Context context)
throws IOException, InterruptedException {

InfoBean pdBean = new InfoBean();
ArrayList<InfoBean> orderBeans = new ArrayList<Info
Bean>();

try {
for (InfoBean bean : beans) {

// product

if ("1".equals(bean.getFlag())) {
BeanUtils.copyProperties(pdBean, bean);

telse{
InfoBean odbean = new InfoBean();
BeanUtils.copyProperties(odbean, bean);
orderBeans.add(odbean) ;

b
} catch (Exception e) {

¥



for(InfoBean bean : orderBeans){
bean.setPname(pdBean.getPname());
bean.setCategory_id(pdBean.getCategory_id());
bean.setPrice(pdBean.getPrice());

context.write(bean, NullWritable.get());

by

public static void main(String[] args) throws Exception {
Configuration conf = new Configuration();
Job job = Job.getInstance(conf);

// EERIEFHI] ar BETHEAIARIEETR
job.setJarByClass(JoinMR.class);

// FEEXRNZE]obZE(EHrImapper/Reducer 3%
job.setMapperClass(JoinMRMapper.class);
job.setReducerClass(JoinMRReducer.class);

// ¥EEmappe rigtZERIk v £ 8
job.setMapOutputKeyClass(Text.class);
job.setMapOutputValueClass(InfoBean.class);

/ /| 1EE R 25 BT HERIK v 2E 2
job.setOutputKeyClass(InfoBean.class);
job.setOutputValueClass(NullWritable.class);

// 5] ob BIBIN [RIE X 1 FiTE B R
FileInputFormat.setInputPaths(job, new Path(args([0]));

// 15/ ] ob A9% 1 45 RATTE H R
FileOutputFormat.setOutputPath(job, new Path(args[1]));

// #jobRECERIEFSE, LXRjobATARIjavaZEifER jar B, R4
yarnzisiT

/*job.submit();*/

boolean res = job.waitForCompletion(true);

System.exit(res?0:1);

10.2.3 wiFIT &
£ pom.xml FIEER THITITESTS:



mvn package

MITRE, S84 target BE, HEHHEITEEFH jar X4
D B X4 2544

— InfoBean.java
L— JoinMR.java

mapreduce-jointest-0.0.1-SNAPSHOT. jar

10.2.4 51T
S4B target A9 jar 1%l hadoop BRS53S

TEF AT R AL EUE X 4

pEfE: https://pan.baidu.com/s/1pLRnmd7 Zf5: cg7x

pEfE: https://pan.baidu.com/s/1pLrvsfT Zf5: j2zb
LEE hdfs

hdfs dfs -mkdir —-p /jointest/input
hdfs dfs —put order.txt /jointest/input
hdfs dfs —put product.txt /jointest/input

N— /=

1T

hadoop jar joinmr.jar com.dys.mapreducetest.join.JoinMR /jointe
st/input /jointest/output

|3t

i



hdfs dfs —cat /jointest/output/x*
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11.1.1 =3k

THERRFPHTFRXRIR, 8 TRKR—THPAATRYIER

-
m

-
o

-
-

~-
-

~-
-
- - -

O UMM U MmO m©oO
mmoOX=XrHX T

~- ~- ~
- - -
-
o
-
=

-
-

~-
-
-

- e N 0w
- 0w
o mm

-

O=XrXUuWUuMKWKIoommoo >
> MmO > W>» > W T>>Ww
T M mMmoOooOoOoOnNnon moomonon

H O M O
(@]

~-
-

FEREMEARMZ BERET R, MMEAEOHERTREFIE?

BIRIMBI2KICRFRIAE L, C. EZ A, BHHEIFK
AR

A-B

A-D
A-E
A-F

o U mom
D o M M o

el e]

11.1.2 SCM B



ZBIRRGIRER 22— mapreduce TTE LKA, XEBEIFHAMER2 mapreduce
SesCI

(1) 511 mapreduce
e map
BESTAFHE2ENTER, Fl:

¥—1T A:B,C,D,F,E,0 (AMFREXLE, RIKFF, XEARNE—TH
Z A NFR)

BH <B,A> <C,A> <D,A> <F,A> <E,A> <0,A>
Bi¥—417 B:A,C,E,K

it <A,B> <C,B> <E,B> <K,B>

e reduce
key HHEINE D EI—4H, FI40
<C,A><C,B><C,E><C,F><C,G>. 1. ..
key: C
value: [ A, B, E, F, G ]
EXE: CEXERFPINGIFKR

I&[H value R RI ASE!:

<A-B, C>
<A-E, C>



(2) 524 mapreduce
N E—FPHBREERHITITE

* map
EH F—PREREIE, AR key value BiZHH
BN :
EAN—1T <A-B,C>
BEiEWH <A-B,C>

e reduce
ENEIE, key BEINE—A
<A-B,C><A-B,F><A-B,G>. ... v v

B

XEFEMAFE T TP BB RSIER

11.2 E53E 0%

11.2.1 g1
FEMBEBER jointest , HAFEXMH pom.xml , AA:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="h

ttp://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http:

//maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>



<groupId>demo.mr</groupId>
<artifactId>mapreduce-friends</artifactId>
<version>0.0.1-SNAPSHOT</version>
<packaging>jar</packaging>

<name>mapreduce-friends</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sour
ceEncoding>
</properties>

<dependencies>
<!—— https://mvnrepository.com/artifact/commons—beanuti
ls/commons—beanutils ——>

<dependency>
<groupId>commons—-beanutils</groupIld>
<artifactId>commons—-beanutils</artifactId>
<version>1.9.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop—-common ——>
<dependency>
<groupId>org.apache.hadoop</groupIld>
<artifactId>hadoop—common</artifactId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-hdfs ——>
<dependency>
<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop-hdfs</artifactId>
<version>2.7.3</version>

</dependency>

<!— https://mvnrepository.com/artifact/org.apache.hado
op/hadoop-mapreduce-client—-common ——>

<dependency>

<groupId>org.apache.hadoop</groupId>
<artifactId>hadoop—-mapreduce-client—-common</artifac

tId>
<version>2.7.3</version>
</dependency>
<!— https://mvnrepository.com/artifact/org.apache.hado

op/hadoop-mapreduce-client-core ——>
<dependency>



<groupIld>org.apache.hadoop</groupIld>
<artifactId>hadoop—-mapreduce-client-core</artifactI

<version>2.7.3</version>

d>
</dependency>
</dependencies>
</project>

AECIZEIRBER src/main/java

IR B R4 EH

11.2.2 {15

E—H 1 mapreduce T2 : src/main/java/StepFirst.java

import java.io.IOException;

import
import
import
import
import
import
import
import
import

org.

org

org.

org

org.

org

org.
org.
org.

apache.
.apache.
apache.
.apache.
apache.
.apache.
apache.
apache.
apache.

hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
.mapreduce. lib. input.FileInputFormat;
hadoop.

hadoop

public class StepFirst {
static class FirstMapper extends Mapper<LongWritable, Text,

Text, Text> {

@Override

protected void map(LongWritable key, Text value, Mapper

<LongWritable, Text, Text, Text>.Context context)

throws IOException, InterruptedException {

String line
String[] arr = line.split(":");
String user

conf.Configuration;
fs.Path;
io.LongWritable;
io.Text;
mapreduce.Job;
mapreduce.Mapper;
mapreduce.Reducer;

mapreduce. lib.output.FileOutputFormat;

value.toString();

arr[o];



String friends = arr[1];

for(String friend : friends.split(",")){
context.write(new Text(friend), new Text(user))

static class FirstReducer extends Reducer<Text, Text, Text,
Text> {

@Override
protected void reduce(Text friend, Iterable<Text> users

, Context context)

ng()));

throws IOException, InterruptedException {
StringBuffer buf = new StringBuffer();

for(Text user : users){
buf.append(user).append(",");

context.write(new Text(friend), new Text(buf.toStri

public static void main(String[] args) throws Exception {

// BIEFS

Configuration conf = new Configuration();
Job job = Job.getInstance(conf);
job.setJarByClass(StepFirst.class);

/] ESHLHER
job.setOutputKeyClass(Text.class);
job.setOutputValueClass(Text.class);

// #EE map reduce
job.setMapperClass(FirstMapper.class);
job.setReducerClass(FirstReducer.class);

/] BAXMHER. BT
FileInputFormat.setInputPaths(job, new Path(args([0]));
FileOutputFormat.setOutputPath(job, new Path(args([1]));

/] XS
job.waitForCompletion(true);



2 {5 H9 mapreduce #2F: src/main/java/StepSecond.java

import java.io.IOException;
java.util.Arrays;

import

import
import
import
import
import
import
import
import
import

public

org.
org.

org

org.

org

org.

org

org.

org

apache.
apache.
.apache.
apache.
.apache.
apache.
.apache.
apache.
.apache.

hadoop.conf.Configuration;

hadoop. fs.Path;

hadoop.io.LongWritable;

hadoop.io.Text;

hadoop.mapreduce.Job;
hadoop.mapreduce.Mapper;
hadoop.mapreduce.Reducer;
hadoop.mapreduce. lib. input.FileInputFormat;
hadoop.mapreduce. lib.output.FileOutputFormat;

class StepSecond {

static class SecondMapper extends Mapper<LongWritable, Text
, Text, Text> {
@Override
protected void map(LongWritable key, Text value, Mapper
<LongWritable, Text, Text, Text>.Context context)
throws IOException, InterruptedException {

String line = value.toString();
String[] friend_users = line.split("\t");

String friend = friend_users([0];
String[] users = friend_users[1].split(",");

Arrays.sort(users);

for(int i=0; i<users.length - 1; i++){
for(int j=i+1; j<users.length; j++){

// X TABEERIIFR
context.write(new Text(users[i] + "-" + use

rs[jl), new Text(friend));

by
by

static class SecondReducer extends Reducer<Text, Text, Text
, Text> {



@Override
protected void reduce(Text user_user, Iterable<Text> fr
iends, Context context)
throws IOException, InterruptedException {

StringBuffer buf = new StringBuffer();
for(Text friend : friends){
buf.append(friend).append(" ");

context.write(user_user, new Text(buf.toString()));
b

public static void main(String[] args) throws Exception {
// BIZEFS
Configuration conf = new Configuration();
Job job = Job.getInstance(conf);
job.setJarByClass(StepSecond.class);

/] ESHLHER
job.setOutputKeyClass(Text.class);
job.setOutputValueClass(Text.class);

// #E map reduce
job.setMapperClass(SecondMapper.class);
job.setReducerClass(SecondReducer.class);

/] BAXMHERR. R
FileInputFormat.setInputPaths(job, new Path(args[0]));
FileOutputFormat.setOutputPath(job, new Path(args[1]));

/] XS
job.waitForCompletion(true);

11.2.3 HiIFITE
£ pomxml FRIEEE R FHATITBHS:

mvn package



WITERE, SEMAER target B3R, EREITEHFM jar X4
IR X 4451

|— StepFirst.java
L StepSecond.java

|— mapreduce-friends—-0.0.1-SNAPSHOT. jar

11.2.4 1T
5238 target HAY jar E{£ZI hadoop RSS2

TR EHE S 4
p¥Z: https://pan.baidu.com/s/108fmfbG Zf#5: kbut
&% hdfs

hdfs dfs —-mkdir —-p /friends/input
hdfs dfs —put friendsdata.txt /friends/input

N Jaxl

BITE—%

hadoop jar mapreduce-friends—0.0.1-SNAPSHOT.jar StepFirst /frie
nds/input/friendsdata.txt /friends/output@l

N— = b —

TITE_&

hadoop jar mapreduce-friends—0.0.1-SNAPSHOT.jar StepSecond /fri
ends/output@l/part-r-00000 /friends/output@?2

BEER



hdfs dfs -1s /friends/output02
hdfs dfs —-cat /friends/output@2

12. 1\

MapReduce FIEMABSN BT T, & ErAZEBGIRIRZTE MapReduce BT
EREBNF LA

AABEBLARS HeES5%4  (yogoup) , WIBEHITESEIN (Fla] ABHIR.
REB AR, BUAENTE) , MURIXHR

OpgEe 10

oy g T
Er;_%l #14 I'L'_r':""

R

il

nn -H.l



	1. MapReduce 基本原理
	MapReduce 通俗解释
	MapReduce中有两个核心操作

	MapReduce 工作过程拆解
	处理过程

	MapReduce 编程思路

	2. MapReduce 入门示例 - WordCount 单词统计
	2.1 安装 Hadoop 实践环境
	2.2 创建项目
	2.3 代码
	2.4 编译打包
	2.5 运行

	3. MapReduce 执行过程分析
	4. 实例1 - 自定义对象序列化
	4.1 需求与实现思路
	4.1.1 需求
	4.1.2 实现思路

	4.2 代码实践
	4.2.1 创建项目
	4.2.2 代码
	4.2.3 编译打包
	4.2.4 运行


	5. 实例2 - 自定义分区
	5.1 需求与实现思路
	5.1.1 需求
	5.1.2 实现思路

	5.2 代码实践
	5.2.1 创建项目
	5.2.2 代码
	5.2.3 编译打包
	5.2.4 运行


	6. 实例3 - 计算出每组订单中金额最大的记录
	6.1 需求与实现思路
	6.1.1 需求
	6.1.2 实现思路

	6.2 代码实践
	6.2.1 创建项目
	6.2.2 代码
	6.2.3 编译打包
	6.2.4 运行


	7. 实例4 - 合并多个小文件
	7.1 需求与实现思路
	7.1.1 需求
	7.1.2 实现思路

	7.2 代码实践
	7.2.1 创建项目
	7.2.2 代码
	7.2.3 编译打包
	7.2.4 运行


	8. 实例5 - 分组输出到多个文件
	8.1 需求与实现思路
	8.1.1 需求
	8.1.2 实现思路

	8.2 代码实践
	8.2.1 创建项目
	8.2.2 代码
	8.2.3 编译打包
	8.2.4 运行


	9. MapReduce 核心流程梳理
	maptask 中的处理流程
	reducetask 的处理流程
	整体流程

	10. 实例6 - join 操作
	10.1 需求与实现思路
	10.1.1 需求
	10.1.2 实现思路

	10.2 代码实践
	10.2.1 创建项目
	10.2.2 代码
	10.2.3 编译打包
	10.2.4 运行


	11. 实例7 - 计算出用户间的共同好友
	11.1 需求与实现思路
	11.1.1 需求
	11.1.2 实现思路

	11.2 代码实践
	11.2.1 创建项目
	11.2.2 代码
	11.2.3 编译打包
	11.2.4 运行


	12. 小结

