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FTLA , Cloudera BININREGEHZ N RFEZANE |, £/ kafka ; IREUERIRITS

Hadoop &M , {#HH Flume,

10. kafka ERERESSHEIEEK?

kafka RIEHIESEMER , —REEFASER. BEEER katka 2+ , INRE
HEREHBHE | 3P4 kafka MNEREATIRRL offset , AIRERIEAMEURAIAER (X

KEESHRE) .

11. kafka S TIMAIER ?

FeE RS REZEIRN



kafka BT , BRI BRIARNIZEFTRERIIRS 2SR AETAWEEMRE
20, ANRARSSIRALRIARR |, ANRSCIEGF 7 ERFRIBT R |, BRAXREAREL
g

TRABESRE

BERSEFNT R, TENSENEET SO REE T SERIRE |, NikE

R, BFRETR,

12. A4 Kafka AIFHESHE ?

£ Kafka p , £EF=EBNHER. HEEEBHBIVEFERES leader BIXNHITRZE

Y, N\ TSR — M ESEENEFHRREL,

FE—EEER - FENETREZINTRUBASE—MERIIREED , X RJE

BOSSHENTRZEREIREA—H. %, EETRAIAT RS A #0ERE
#HAX, ZEBETRT ANBEEAY , BBAEXNEEENZINTRZET , A
ERM T RFH A SIRREFANSII Y , BIEE 7TEEA—SRERE, SR
[ : 25 Redis XMAMY , ZHENBAET L REEBLSENTRPNSERTEZLRD K
BoETRAFRE-> NG RARF XU |, B NIESRER—ERE. mE
Kafka /1 , EMREFELLL Redis IR , EREERD WE>EDNRAFE>ET R
BoMWE N RRFE- AT REE XL, JERSURINAMS , EEMIE
RYTHEEFAKIER.

i kafka ESFENRSMBRS T -



AJLABHACTBRISEINZES | iR HBRIATRE, BRI EMIIa , SESMIEELL
MRAHIEERYF , MEXAF I REERIIERIARENER T , AoHM

R 2B,

13. kafka iR D XHEERKXER ?

BN p XREEBE—NEEENI—NEZEE (consumer)3kiEZE , ATILARAREAYEZ:

BROHZERER | RAEERENERHARITRER.

14. kafka A9EUE offset iERLTRTE

TERE ZK 528F |, M ZK = ZEXGRL topic BY partition {S2F0 partition B9 Leader A8
FASEIEREZIRIMN Leader XFMAY brokerconsumer ¥ E EHC 2REHI offset &i%L4
LeaderLeader tR#E offset ZHSEEME segment ( E3|XEFIHBEXSHE ) 1R
BERSIXOUFFRIRE | E1E B BESCUhixlwie 8 AV AN EISEEN

KEREIEFHRELS consumer

15. kafka AISRAMAIGRIEIRF: , E&IMREFMARIEEESINE ?

kafka REERIE partition REERFH , BE partition BNERFEENEN. BEFZS

ROEZRZRNS , RIS HEREEFAFTEIE— partition,

16. Kafka j5R#HETRE , Kafka [§ZEENARELALE ?



SNERZ Kafka iHERBENARE , WATLAE RIGAN Topic I XEL , HERIIRTHEZEEA
RHBREHE  BEBH=-PXH. (WER—FT ) WRETHIEIEGCERRA
EREHURAERIEE, WRREEES/D (AEEE/AMEE <EFEE ) | fEd

RS/ NTEFRIEEE | D RIEREIEIRE.

17. Kafka R AE(EHRA N

kafka XFERIFRIAR/NEANRZEXER IM BREHNINAZSS, EESHN
—FHKHEXT IM |, (IRAXS katka HITEE, WSHMEFETEGHESHEER
kafka BiHERE FTiEEIHE katka BEAVEEE, XEIFAIBERT katka #HITLATECE :
server.properties

1replica.fetch.max.bytes: 1048576 broker AfSHIANEERNRXFTEL BiAA 1M
2message.max.bytes: 1000012 kafka SEWERINNER size B ARSI , BAAA

IMER

i£& : message.max.bytes ANFFTF replica.fetch.max.bytes , FNHRES

H replica Z|EEIERIE KM,
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Flink
1. Flink checkpoint 5 Spark Flink Bt 4 X3k i3

spark streaming A9 checkpoint {Y{2£tXt driver BISFEIRE M 7 EIEFITTEWERY
checkpoint, [ flink &9 checkpoint #l#l ZEErTHRZ , EXRANEEERNSH

URAR | S TN EFAIRIR | RiahPROSHEIIRR,

2. Flink R Time B/ L

£ flink XIS ASEMETIE |, FRENESE) , SEERESE=F,

GNERLA EventTime AEERE X AHEIE ORISR AL EventTimeWindow, EXKBEEA
BSMIZIET EventTime, WRLA IngesingtTime AEERTE XA BIE O APEHAL
IngestingTimeWindow, A source fY systemTime /9%, N5RLA ProcessingTime
EiEE A EE OBRISHZRL ProcessingTimeWindow , LA operator A9

systemTime /9.



Flink F1 WaterMark #1 Window H#f##R 7RV EWERIELFRE , X FREAEERT
IEEIRAVEWE | ATLAREE eventTime HTAVSSAME |, X FHERAVEUWE Flink 58
CHIRRRTNE | EERINERGE— M IFERNETE , EZEESEERARI LAz
SMIEGEREGE

R ESIFIERART E2181T allowedLateness(lateness: Time)iR &
(RFIEREIENZE1Y sideOutputLateData(outputTag: OutputTag[T]){RF

IREGEIREER @Y DataStream.getSideOutput(tag: OutputTag[X])3KEX

4. Flink B9iE17075&#fi Hadoop ZH{EIS

Flink BTLASE 23437 F Hadoop , TEAMK# Hadoop A TiETT. BE2MUAKEEN
Hiithighe , Hadoop ARZH I AEIBIELRERSRAIL ERY. Flink ATLASERARZ
Hadooop 44 , 540 Yarn, Hbase, HDFS Z%5, 40 , Flink BTLAFO Yarn SRk

RRAE , BTLUES HDFS |, a#&FIF HDFS iaE .,

5. Flink SRE¥EMIL A6 ? S BB AEH

BUT=AAE:
JobManager 2ME2ES :
tBFRZ A Master , BFES AT . ENIRAKRERE task , MERER , AKX

WEHREZE., Flink BITRIEDFE— master {88 | NREESAENISE

EZ1 master &ME2E |, BIIEFE— 2 leader , MELBAIERZ standby,



TaskManager 2823 :

BARZ 9 Worker , BFH{T—" dataflow RY task(EZ4F5ART subtask). HaEEH
1 data stream BY3ZHE |, Flink iIZTRIE/DEFE— worker 2R,

Clint B :

Client 2 Flink Z2FRAZE i , ZRAFER— Flink 258 , 2BkeE—
Client , 1% Client B%cSXTHEFRIZHY Flink 23 7FabE |, FHEZZE Flink &gt
Q038 , FRLA Client EEMFIFIRAZHY Flink F2FECE 3KEY JobManager gyttt ,

#2177 JobManager B9iZESE , ¥ Flink Job #2355 JobManager

6. Flink FREErh Task Slot RIS

£ Flink B4 TaskManager 2— JVM RS, AJLAERRIERETHIT—
ZENTFAES.
NTEFH— worker g2/ D1 task, worker i@1T task slot ({E5#E ) SkiHiT

=%l (— worker ZDHF— task slot ) ,

7. Flink BERREE 7 fE15

Flink SZiFAREIRNESRE | XEERRIBEHE job KMEIMIESS
EEERE R RS

BEEBREEREE=N—MAENRESKERS Job , MIREN TRARIEDIRE
Job REGKM, EESNRRERENZE , ERRBREEFSF— M EEHIEE,

ESVESES oS



KMEESREE Job KWERER | (BRBIRMES | Job REHIAERML.
ERMNESNERSNZE  ERRBEEF T — M EERINTE.,
KERFRE

Job BERAM , AE=lTER.

8. Flink 24N{aI{FiE Exactly-once i1

Flink @i SCIA ERIRSEFMAS R SLIR Ein A —BUIHEN . DALUTIIANEER
FHIRES5 ( beginTransaction ) BIE—MERIESE |, KEEEIEE ARIX N 4E
Elic

TRAZ ( preCommit ) EAGFHEFIVEIEE NXHHXE

IFEUER ( commit ) BZAISFRIIRRI MM BIRERT. XNEEREZINEES
B—L5ER

ZEF (abort ) EFIERISG

ERMUR TR AR | IETURART. AILRIEIRESSRIZALTRschIEdE | A

IFRFRACHIEE.

9. R THRIFMEAZIFHRS | Flink FEARIE exactly-once

inZlimAY exactly-once X7 sink BXREURS | EFSTNEEEREFEAMESHEA
[ E= W
BEENpREETISEE  BEENNEASSMEEAN. MESUEANERS

B (WAL ) F0FRFTE-IRAE ( 2PC ) PRI,



RINBRFASGFES |, BATLIBMEETHIA | BEREIEIAMINERE

SRETEIE! checkpoint SSRGHIEANRT , —XMEBN sink R4,

10. Flink 240{T4kI2 RER

Flink AEREET producer-consumer {&EEISEHITIHEEIREN |, Flink IREIRIHE
EETIXMER, Flink R7TESXERNSIVEENS , ik Java BFAAIBEZER

7 ( BlockingQueue ) —#, TifH#EEHETIE , LFHSSREE,

11. Flink BREYIRSTEE

Flink It BRI RHEEREFAET NS | RBREIEZEFRFINESIRE., EEN
INSTHEREAR |, SFMRSIFAINEF] checkpoint 25, Flink 2 7 =fuX
A1FET - MemoryStateBackend, FsStateBackend,

RocksDBStateBackend.

12. Flink RAN{ASZHHER—ErY

XIEREIRILCRTFTiE |, ANERAE Flink [RERE , TLAF ARG , INRAZRTHE , 3
EXES—aE : Flink BFRE AL IERS R LB —MHSTHIER. HLEREHIR

BRAME, Flink §—1\5|82% 137 DataSet API #] DataStream API,

13. Flink FIAFEIEEANRHRY



Flink FAZRBABNSEFEH L , MERKNSEFIINE— Mo RARER . 1t
A, Flink RERYERTHINIE, MRFEGENEIEEL TREFRE  NSFEHs

HUEEMERIRER L. Flink 07 EfIRMF HHIEEESEI T B CFRFIIESR.

14. Flink CEP Rz ISR BEIENIHRSISEEFRFEME

ERNEF |, CEP HARESTF EventTime B9, BBAMEXI M AT E STHEEURIIRE]
P , R watermark FORMEBIBEE, CEP XIFRICELRINEIEHFFIAOLNE | FIRE
#yERSEURY. £ Flink CEP fUSMBZIETH | WERBHERIFIRZIREDE | #5F

fEE—" Map $UREMF , UptRi  MRFIREFIMFEMFFIIERA 5 D8,
BLARGFHHMEFME 5 DHREIE | XERER  BENAFRIRKIRIEZ—,

15.##—T flink BE1T514

3 Flink &£8¥E50fE . B55=Bs—1 JobManger F1— &MY

TaskManager, H Client $232{F5545 JobManager , JobManager BiEE(E

FE=4 TaskManager £HAT | #Ja TaskManager F/OBFISEHERICHR

5 JobManager, TaskManager Z[BILURAEIZ N 8RR E M. biA=F&

9/9MIZRY JVM HEE,

e Client /9383 Job M= Fim , AILIRIZITE(EEHZE L ( 5 JobManager
NEIE@EPE ) . 123 Job /5§, Client ATLASEERIHHAE ( Streaming BOE

) BAURERASHERERE.,



e JobManager =EREERE Job FiniE Task 4 checkpoint , BRZE 1R

f& Storm A9 Nimbus, M Client &:42IF Job 1 JAR BF&RE , &4
FRARACIRROATITRY |, FFLA Task RUBRSTIAERIE TaskManager ZHUT,
TaskManager ZEEaIIBHMERIRELF T1ERE] (Slot ) , 81 slot BEfF
zf— Task , Task AZAFE. M JobManager {MEWEELRER Task ,

HESE  SECHLIBET Netty 15 | BKEUEF LI,

16.iH—T flink BYEILMITITRERE

PA yarn &3¢ Per-job AR AFIELRENRZZMITIRIZ
LT executor() 25, SBFEAM client SR IRTLIR3ZRY

JobGraph

1

SNERIRAZ /9 Per-Job &3, MIEEFEEGDN AM, client SEFTRIEIRRESH
BRIR, £ yarn TEDJ9ERIE container FF/5 AM, WNER2E Session #&2(AYE
WAFEXNTE

Yarn SEKIR FFE AM

Client 1% Job #232%5 Dispatcher

Dispatcher £FFF— 1 #HY JobManager 42

JM [8] Flink BH2#/J Resourcemanager Hi5 slot HRRHITIES

RM [@] Yarn BiE&IREFRE5] TaskManger (Session #&I{ Bk L)

Yarn g Container 335/ taskManger (Session &2z Bkd It E



8. Flink B9 RM [a] TM ERi# slot FRIERZ5) task
10. JM 123Z task, TM BV EAESBRITES TR BohERt eI LUET

shuffle #EHUHT task ZBIREEETIR

17 . flink FRRIBIEHES: , eventTime Fll processTime X3

Flink S5 =FhA4EIHES, S BIE Processing Time, Event Time #[] Ingestion Time
« Processing Time
Processing Time Z5SE 4R IRRIHZRAR SR,
LIFER{E Processing Time EIE1TRY , FRBEFAIREIRIER(EQNA A& O)EERS
A2 R ZeAdE], &/\BF Processing Time B[S EIEERFRTMETRENNTTZ
[BEASERENF B S
« Event Time
Event Time 2F4/&ERIEE , —IRHEEEASETHINE. XMIEREERES
HEA Flink ZBIHERER , AFERLUNESANSHHIRENEISHrYERL, 7 Event
Time F1 , BEEURT4UE , MIREMIRHTAXER. Event Time IEFIEEINTE
% Event Time 7KE]) , iIX2%7R Event Time #HERIH
« Ingestion Time
Ingestion Time 2F{4HFHA Flink B9BTIEL, FEREMELL | NS HERIZRIITEWE

AREE , FEETHERE (MREEA ) 2F XM EE



Ingestion Time TEE& L7 F Event Time # Processing Time Zj&, 5
Processing Time 18tL , EfFRME—L , (BEREAFIN., E/9 Ingestion Time {&
FERRERIRTEIR, ( FERAEDEC—IR ) | FRLASSEHRIARE R EES | BEEA A
& , ML Processing Time & , 8NMELNRFAFILEEHSERAEFENED (2T
MERR GRS EFNZNALER )

5 Event Time 1LY , Ingestion Time FEFAFMIB AT FEUEREIREUE | B2
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Spark

1. spark IMARIESHRERS?

&= spark standby master

R5 shell B , ZHBEN master K% , HIISHUEXT master 1 TEFIR(E

2. Spark streaming \REBAI(EFE ?



Spark streaming /& spark core API f9—Ff1 f& , AJLIAT#HITANIE. SEHE.
BERISERTEEIRAIAL .

EXIENSHERRIZEEEE | than Kafka, Flume, Twitter #] TCP Socket , #H
REffEFIEFELAN map. reduce. join 1 window Z53RAMEEERE |, AMBEHISEERT
DMREFEIN MRS, SURRESEET.

Spark streaming WERRIEAT(FRIER | EZLRMASIER | ARKEERD
batch , LLANEUEE—FPRIEHEIIEER— batch , SAFIEEA batch 345 spark B9
IHESIERHTANE | RESEFL—MEREER | ETrESiEEE——1

batch B9,

3. spark BIHLEEE ?

master : BEIRERHITR , AE51HH, worker : HETR , HEABAS51HE |
#1 master ;[C#R. Driver : i={TF2FHI main 5i% , Bl spark context 3952, spark
context : IF=HIEEAN application F4mEER , &3E dagsheduler #1 task scheduler

FHME, client : AFPESERIAL,

4. spark e ?

FAPTE client isi2a2{EAV /S , £ Driver iz1T main 75555618 spark context =T

X, HYTadd BF , Fupk dag Bl dagscheduler , %88 add Z[@RUKEZ R XI5



stage f\ task scheduler, task scheduler &% stage %939 task set 5 &ZIEZN

TR executor AT,

5. Spark E&FEHGIREXLEN ?

Master SEfR_ERTLAECERIAS , Spark JR4ERY standalone & E37#F Master &1
9. 2 Active Master TiriEELUG , BAIRTLUE Standby Master tJ#29 Active
Master,

Spark Master EEFIHERTLAETMHE , —MMEETXHRRN  —FEET
ZooKeeper K,

BT HRFES RS |, BEIE Active Master 52 [FFmNT#Z] Standby
Master L ;

M&ET Zookeeper RIEZIEANE , JLASSIB IR Master,

6. spark FIRJLHERERN , BIIRIUITR ?

1) ZAHAEzt
Spark A—EIFETE hadoop &EF , AJLITEARM , BENMEENS RIS
o % Spark RIFALAZ SN AR BRI TR , —REBEA T HERR
ezl =3

local : RB5—" executor



local[k]:[Ez51 k 4™ executor

local[*] : IZENER cpu £1E+8[ERY executor
2 ) standalone #&=;

SHEEERR | B oEiiRS | HIREEMES KR Spark BCkE
X MEZ B R EAMRIUAIE,

3 ) Spark on yarn &z,

DMIEBRR  FRES RS yarn B |, BERER(CHFEAESR
B EH , B8 cluster 1 client B8 |, cluster EB&4%F= |, driver 517
EERTFA , BEREEE, clientiZAIER , dirver BITEZ iR,

4 ) Spark On Mesos &1,

EAEEXME (232, REZ—RN%XER ) . IE2RT Spark FFRZ
IEEREEISZ#F Mesos , At , BRIME |, Spark i&177E Mesos _E&tEE T
£ YARN EENNRE , BB, AFEEERMEERIZ—I51TE ChIMN
FAfER

(1) ¥EREEL ( Coarse-grained Mode ) : &N ARRFANEITINEH
— Dirver {15+ Executor Bpk , HH , 81 Executor 5FETER |,
WEBANZEITEA Task ( WINMZBDAS “slot” ) . MARRFNSMESIERET
ZHI , FEBETHERRIRRESHRET , BiTEEFE—EORAXER
g, BMEARR | EfEFETERE | BIIXLRIE,

(2) fHKIERET ( Fine-grained Mode ) : $TEAIERERSERAERR
iR2% , Spark On Mesos IMEMHL 7 BN —FEEREL | PRIEEL , IXFIRZ(

KUTHENTUE |, BERERFIE.



7. Spark At 4Lt mapreduce R ?

1) EFRETE , BSOS RE ;
2) BRIREESL , EF DAG;

3 ) BENH Linage , HE4EBHHiE DAG F Lingae

8. @EAIH—T hadoop #l spark fY shuffle {HEFIZ R ?

1) M high-level RIFERE , MEHIRBANER. #ZKE mapper
( Spark B2 ShuffleMapTask ) BYEILHiFHIT partition , A[ERY partition 1%
FIAEAY reducer ( Spark B reducer AJgE2 F—" stage EfY
ShuffleMapTask , tBAJBER ResultTask ) , Reducer LAIRTFEEFKX , 15
shuffle i aggregate #0E , ZEIEUE aggregate FLAS#HT reduce()

( Spark EERJRERRERI—RIIEME) .

2) M low-level B9REERE , EESIA/N. Hadoop MapReduce £
sort-based , )\ combine() #1 reduce() B8 records AR5E sort, XHEFAYLF
SL#ETF combine/reduce() RTLAMEARIRAYEEE | HAEBMANESIETLAIET
HMIFEEI ( mapper XEEREUESMHEER | reducer BY shuffle MIAHFFRYE
EREUREMAF ) . HEUAY Spark ERIAIEEAYZ hash-based , BEFEH

HashMap kX3 shuffle SRA9EEEHTT aggregate , AREXJEUEHITIREIHERF.



NRAFFERIHIFRENE | BBATEECHEARIM sortByKey() AYRE ;
ANRIRE Spark 1.1 B9AF , ATLUE spark.shuffle. manager i8& /9 sort , T
SXIEUERITHERF. 1E Spark 1.2 71, sort {{FARIAR Shuffle SCHL.

3) NEMBEFRE , WEBEARLZER. Hadoop MapReduce 14T
2o HIBEAYLNNER : map(), spill, merge, shuffle, sort, reduce() &,
BMMERFEER |, oLURRE TR BB RE —SL I E M ERAYTIRE.
£ Spark 1, IRBEXFINAEABIBAIMER . RBEAERT stage F1—F&FIRY
transformation() , FrLA spill, merge, aggregate SHR{EFEBESTE
transformation() &1,

INRPA G map Ik DEHE. FHANEIRRIIIETRA shuffle write , T
reducer IZEAEHE. aggregate HUERGUIFEFRS shuffle read, BBATE Spark
&, [AEHZEZNEALE job FIZESEVIEFITEIFIA shuffle write F
shuffle read RYSLIEZIE ? LI MMEBIERNIZEASEENR ?

Shuffle write B FAREREUERER: , shuffle write FUESRES : SR
partition ¥ , FHFAM. ZFUERAN , — T EEERCREFFETEES |

B—AEHEEAT fault-tolerance,

9. spark T{EHEI

@ #3932 Application B9iz17IME |, Driver GlIEE— SparkContext



@ SparkContext [FFEEIE=S ( Standalone, Mesos, Yarn) ERig
Executor BB , RESTHEEEE) StandaloneExecutorbackend ( Executor )
® Executor [6 SparkContext FiE Task @ SparkContext &R FIfEF D &S
Executor G SparkContext Hif#ER% DAG [& , DAGScheduler 1§ DAG Ef#tfr
Bk Stage , &1 Stage BE 1 task , 2Rk taskset &iX%5 task Scheduler , H
task Scheduler ¥ Task &i%%4 Executor i5fT ® Task £ Executor Hi&1T

BT A RIR

10.spark RIEILE A1 ?

spark LIRSS | (BRAKATLASD A= ERHIT

1) FEEERYEN  BIEAGER jar B0k |, REHIENAIMY | GBS
EITFAERSTUAN parquet

2) NFEFEEAYEN | SRR EREZ/IMES | BRERKICR
RIBEFTEE | QhIEEURIR) , £/ RDD #1787 | (R THHITES

3) VM EERIEL | REGENRRE , RESERN VM , BREHIF

FUETTiEa0 kyro |, &K off head REEE



11. iR ERERN AT IRE ?

B{RRY task iz171EBBMtEAN S L . dag X% stage RIURHRHHER

12.RDD A58 RIMIER L ?

1) BRI TARFMEENFEDGR ;. 2) &7 Lineage NEWEHE |

3 ) task SNRKM =B INH TRIERERIER ;

4) stage IREMEBhHTRIEREHNER , MERSHEXRWRISF |
5) checkpoint 1 persist , HIRITEZ EIFANER ;

6 ) HUEEEMM , DAG TASK BABFIERTLX ;

7) RS RIS R,

13.RDD BIFfLEERpE ?

1) AFFHARIEZRISMERFRE (AMNEIER ) |, spark SEIERZAERIERT,
FTEMERE , MEHEBENEUE , ATIRENER. BRISHERMAERIEN
B LA—5RFAUE,

2 ) INZFEAEEIEITE |, Flink 3285



14.Spark B9 shuffle 3% ?

MNTH=REREFF

1) shuffle iSF2AKIS

2) shuffle A9 EIZERANATFiE
3 ) shuffle RYEEAIMAIAEIT SR

15.Spark RYEEA IR L#H ?

Spark FREIEIREAMIMEE =FH :

1) PROCESS_LOCAL Ri5iElEFEA T RRVEEE

2 ) NODE_LOCAL ZfEiEEA T iR EUE

3) ANY 2IEEEERA T REiE

B EISEENEUE PROCESS_LOCAL>NODE_LOCAL>ANY , REfEEUELL
PROCESS_LOCAL & NODE_LOCAL /A=iEEY, HEr PROCESS_LOCAL 3%
cache &% , #1R RDD £HEMAMYER1Z RDD cache EIRES |, iFE , BHF
cache 2 lazy 89 , FTLAMRIBIT—" action MfilR , FBEEIEAYREZ RDD

cache EEH,

16.Spark At AEIFAK . — BT AB= TEHTT persist #R{E ?



Pt AZEHATIFA ?

spark TS —mIEEE4SE persist B8 , spark BRIASUIRMIERTE
spark IREANBERMERFR , IFEEESSHEN , 1000 MBEREF—
BMASUE |, PIEAEIREEEE  BoHhNRRXRRS  IASZHE | 5
BEE , rdd HEEED R LMREMSEETHE , IRIKEXIR rdd #17
persist B(& cache Fit , MBEEELM., LUITHES(EH persist

1) ENSBTEARRERR | FEHRT persist AWK

2) iHEHFERER , ENREERRESLR , RIFE | persist

3 ) checkpoint FRrfERY rdd EdEA {4 persist, checkpoint Bl , BE3FAL ,
54 rdd.cache 5¢& rdd.persist , BERFEFLFR , BE checkpoint #2(E ,
XEFHFITERSAFER , AREEFTE rdd 557, checkpoint ZBI—7E
ST persist,

4 ) shuffle ZJE persist , shuffle B ER , XPSRA , BUEELE
K, IRERMEX

5 ) shuffle ZRIi#H{T persist , IEZRBUARBEUERANI#ME | XNEERE

SIHRY,

17.5748—T join IFEILELS ?

join ELSLE WAIF D AL © map-side join # reduce-side join, HAZE

FMINZR join BF , F map-side join BERERENER. BESHEIEHITREKZE



EGIEIRPIFESENAE  AIESHTERRF  XNMIEERT
FOFEERRT , EIEZIRMEAY join BF—RSIGFTEEURIRIE key RIXEIRT
B reduce HXHZE |, BFEE shuffle FUITRR. ERAENIRBLARRERE 10
BAE |, BITREREMRT | XMIRE—RRIEFRS reduce-side-join, WNEREH
BIRERR/E , HAIETLAR SSEIE map insSCIIEURREL | Bhid K23
@17 shuffle FOIZ1E |, IETRYEISRIRES SR | RIEAREIETRESB/LE
FIEERIMERERRTT

&1 XNEEEAFIEEIFEARERLE , SOEFBXENZEE | XE
RS | %,

18. 112 Yarn HiiT— MESANTIE ?

1) =g client [/ ResouceManager #23Z Application ,
ResouceManager %5 Application FHRIBERFRIFIRTEEN— node K5
] Application S EESE driver ( ApplicationMaster ) ,

2 ) ResouceManager #ZIH1 node , 43S HEIZ node LAY nodeManager
KEI— M VM #HZIE1 TR driver ( ApplicationMaster ) #3453
driver ( ApplicationMaster ) BT &E A ResourceManager ;7 | i

BAF B CR AR SRIEFANETT.



3 ) driver ( ApplicationMaster ) FHATEHEX jar BEZMHRE , EF T
K jar E{SEUREM ResourceManager ERiEEMRIIERRE.

4 ) ResouceManager #&£5%| driver ( ApplicationMaster ) I2HAYERIB/G |
SERAURIHE BRDEIEK , FRERRIITTEIEEREL driver

( ApplicationMaster ) ,
5) driver ( ApplicationMaster ) WE &SRB EFETTEIRERESRIET
HIEEERIESHERKEE LA NodeManager , iILEEzIEMKR container,
6 ) NodeManager %! driver &kA945< , 35 container , container [5
fgwisaE driver ( ApplicationMaster ) jE#,

7)) driver ( ApplicationMaster ) tZ| container B5EAR , FHIaFHITIESHY
EETE 52 E55%K.

IR : W15 ResourceManager S5—RiSERENEHE driver

( ApplicationMaster ) BIRIRIEK , FEARNBZANEIR , 2Ea0M
driver ( ApplicationMaster ) &iXe] ARIRIITEIREBLARME ZRIRIRA

T HRIEFAIEIT.

19.Spark on Yarn {8\ BIffLE{i = ?

1) SHAITEERAZEEFRIR ( Spark #2325 MapReduce EZERIFNIZELT |
ANERAF Yarn ##{TEIESES , MapReduce SEINAREFSESRL , (K

) | BREFESE , HMESEHRFENRE.



2 ) #88RF Spark B#5RY Standalone #&5, , Yarn B&ES BCEMNLHEL,

3 ) Application P&t , 40 Spark , Storm ZZFHEZRAHIN FIRRZ s
B35 , H Yarn ERFFVEEMBEE , FIA Container {EARIRIREAIER
i , LlERRUEFERRRF.cpu .

4) Yarn BIIRAFIRS R , EEERNEITE Yarn SERFPRIZ RS | FIIRIE
FRZEERNNBREFAEER  FENNNRRERE | TR ETE,

20.iRKKMYS container BYIE#R ?

1) Container fEARRDEAIAERIERRNL , HPIE THIKIENRE |
CPU, & , METES, BRI yarn (YXE5EAFF CPU

2 ) Container B ApplicationMaster [@ ResourceManager Ei589 , B
ResouceManager FYRIRIEERRF LD LS ApplicationMaster

3 ) Container B9iz172H ApplicationMaster [FZFEFTEAY NodeManager

&Ry , Container IzfTHTSIRHNEHIITHESHS

21.Spark [ parquet X{4{FhEtEzURETRIPLE FAL ?

1) @R HDFS RAEIRRIA S HINN MR I ERINE , FBA parquet
RENAREIREIM OGBSI BN,



2) HEER . IMEF spark sql BAFEEM 4 CSV # parquet MHIREXS
tb EE | BRSHERSUER csv FEBNIHRERT 10 (56, L&
BB RRTEE spark ERINEITRIBIR T | 8 parquet [RSEHMERTLL
B IIETT,

3 ) parquet RIEERAIFERRELE | 7 spark sql XS ELERARRICIER]
BEREIE BRI TR ( HIINESE lost task , lost executor ) {BRIEATINR
{£A parquet HiRJLAIEERITTAY.

4 ) TRARIFHLE /0, BEER TRETBIRL 75%R9FE=SE |, HIELATLATRK
RO spark sql AMEEUERIIHMRAEUERARS | JTEE sparkl.ox hH
NTHES RS E— BN TR LURARIE A 10 FINEN SR, (TR
kg ) .

5) spark 1.6x parquet IFEURAAIRTH T HHAIEILE | IRKIRS T HIEN
BHIRE sparkl.6 A sparkl.5x HHELTIS | @A TKY 1 ER9EE | £
spark1.6X #1 , #{F parquet BH&E cpu tiFHT TIRARULIL , BIEAIBEET
cpu iHFE.

6 ) XA parquet BILURAANAAL spark BOEEFIMIT. FHITUK spark 40
R parquet BILABRAYRD stage RIHITIERE . RIRIETLANHHITEER,

22.9148 parition fl block Bt AXEEXE ?



1) hdfs fEy block 22 HIFERSRNRTT . F5 , TRETR , XEIRIT
B—EBOHETARNGRE | (BEEESTHY block A/ , EFHRIEKRZ, BRI
RS

2 ) Spark ®rE partion Z3#{4+ 5 fhz{#ES RDD RIS/\#JT , RDD 2H%
HES ML partion 2BREAY, partion 21809 spark TEITENSESF , &
FHIEHREITESBERSNETT , F—H#dE (RDD ) RY partion XK/INF—,
HEARE , 2BiRIE application BREFHIRANIENRIEIRSRAERTE |

3 ) block fF7fiE=sA), partion iz FitE=E , block FIA/NEEERT.

partion X/NEREERT , BN 2 M ENBEEEEE.

23.Spark MAEFRINITIERMTA ?

1) #J%& Spark Application Bi={THRE ( [E5h SparkContext )
SparkContext [EFRFEETESE ( LR Standalone, Mesos & YARN ) ;T
FHERIBIETT Executor BIR ;

2 ) BEETESESE Executor FJEFEEN StandaloneExecutorBackend
Executor BEITIERGHEE Dk RXEIRRETES L ;

3 ) SparkContext ¥95#5% DAG & , ¥ DAG B f#Rk Stage , FHE Taskset
&Ix%4 Task Scheduler, Executor [a] SparkContext E3iE Task , Task
Scheduler 4 Task &H%45 Executor 1z1T @RS SparkContext 1R FIfERFAS

KL Executor ;



4 ) Task 7£ Executor _HiEf7 , BT FIE AR,

24. A EEBHEFER) hash shuffle EE—ELLEEHEFERY sort shuffle 13
EiR?

A—%E , BEURMIE/N , Hash shuffle =T Sorted Shuffle ZEEMIEARIRT
& ; ZEYEEAK , sorted Shuffle =Lt Hash shuffle (R1R%Z , EAHEKXRIB
RN, A5S , EEHIEURRR , iHFEREX , 1x ZHl spark {EF
hash , IE&4MEG/NIE |, 1.x Zf5 , I0T Sorted shuffle , Spark EEREME

EANUELLIE T .

25.Sort-based shuffle BJERBEG?

1) 4N5R mapper § task FEEI K , KIBSFERS/IE | EHE
shuffle (EIBEUERNILFEF reducer B , reduce *FERITAENICRHAITR
FHl . SEARBRINEEFREN GCHEARIE | ERRAREEEZRR.

2 ) IRFEAES AN THER |, WATEE#H1T mapper BF reducer E2RY

PR



26.spark.storage.memoryFraction S&A9E W, SCEREF=ARAN{AER ?

1) FAFI&E RDD A MWBURETE Executor RIFHRREEAILLAI , AR 0.6, ,
EAIA Executor 60%MIATF , ETLARBSRIRTFF A (LAY RDD #uE. RIBIRIAERA
FREAWFAUHRRE | IRAEAER , JREEEMASIFAN , HEHESS
NWEER

2) MNEISAMIRIELLER S |, AILURES spark.storage.memoryFraction 22§ ,
{EEESHFANEIRRFERET | IRSEUEANZEERE , 1R shuffle A9
BIEVRE | BIRSNEURIESIRER VM F |, BRARIZAN—R , TAHE

ZHIRTFLS VM |, EERIISZH VM g k4, 7 web ui RN A gc

Hive

1. Hive RXEATI , WAIRFRENEIFIRIDRE ?

1) &SRR : map B EUER key Hash B35 8R! reduce &, 5 F key 55
98, WSHEASR. ERNESAE. FREEMRD reduce £RY
HIEEERITA.

(1) key 54195

(2) WSEIEASHIEL

(3) BRESEEAE,



(4) B SQLIEOASHAEIEINR,
e - XITF key AEFERVEURING , TLARSEE T —MEYE,
2) BRIRTIZE
(1) Z280ET
hive.map.aggr = true
hive.groupby.skewindata=true
BEIRMFRIHERTREIYE , JETUREN true ERRIEIRITHISER
MR Job, %—1> MR Job &, Map H#EIHERES M7 E Reduce
&, 81 Reduce MERDRGERF , FRHER | XEFLERVERERRRY
Group By Key BrJgEtn REIAER Reduce & , NTmXZEIGESERIBRY ;
/™ MR Job BRIETANERIEIRELERIZER Group By Key 575%! Reduce
B (X MIREALURIEERAY Group By Key #i53%hZIR—4> Reduce 1) ,
e EREHIRGERF.
(2) SQLIEAAET :
@ 1%&F join key DERIISTRIRIENIKENER, MEFFIFEIF filter #84F , LA
IREFZRAS join FUBTR |, EUEERNIZ/NEIRER.
@ K/h\Zk Join :
{58 map join L.L/NUHEESR ( 1000 2LATRNCREE ) SoHAF. &
map im>ehk reduce,
® K& Join X :
B=(ERT key TR —MNFRTERIN_LRENER , FEARFIRVEHE D EIAERY
reduce £, BT null (EXEXA L , MIBEHAHINREZER.



@ count distinct XEEEFFE:
count distinct B} , #{EAZTRIIBERBRLE |, NRZHE count distinct
AJLARLE , BEiRdiE , EREERTN 1. MREEEMHE  FEHT
group by , ATLASCBEATHICRRMLNE | BFIEMITELERHIT union,

2. Hive A9 HSQL $%#9 MapReduce Bi3%zE ?

HiveSQL ->ASTHHSIEER) -> QB(&EifjR) ->OperatorTree (#B{ER ) ->

UL FERYERERS - > mapreduce {E54%- > ({589 mapreduce {E54%

WA -

SQL Parser : Antlr X SQL BIEERIN |, 58Ak SQLIEE | &AM , &
SQL AL IHISIEIERS AST Tree ;

Semantic Analyzer : J&[H AST Tree , ISR HEIAIERARETT
QueryBlock ;

Logical plan : i[5 QueryBlock , ElFEAHITEI/ER OperatorTree ;

Logical plan optimizer: IZiBE{L{£ 88117 OperatorTree TH , EHAY
ZY ReduceSinkOperator , &> shuffle #iEE ;

Physical plan : &5 OperatorTree , #Ji¥9 MapReduce {55 ;

Logical plan optimizer : ¥JI2Z{L{{e8#1T MapReduce {F55/935 4 , &4

PRERERRIA TR,



3. Hive RES#IREFERZHIFIE ?

T Hive BY7TE0ERI BEREIGAMEET. (ESFMEEURE , FRLIEBAA
BEEERA Hadoop HESEHITFE. BRI Hive S oiiEFETE RDBMS &,
EeanfziEE MySQL. Derby Hr, JTEIREEEIE | FERIR. FAW. BUR
MESRIEMEE.

4. Hive BIFRKFTXEX , (A MapReduce ‘EA ?

NREPF—IKFRIINE , BEEEA map i join AI730 ( map imiEv\ER )
HITRE.

INRFEKEPRATR | BBARAERSG key , BXE key USE—MHEMEEDE join
on FRAHFE , FHMHRE—flag, OAFREK A, 1AARKB, AL
Reduce XD EFERBFITRER | £ Mapper FRFMERKEFAIER | &
join on RHFERARIEIEN S EE—P oK |, HEEEI— Reduce

b , SA/57E Reduce FsLER S,

5. i5K—T Hive R5= ?



hive 227 Hadoop FI— M EUEGELR |, vILUSEMMCRIEERE 4IRS 7
—IREUEER | FHRMSEERY sql EIRTHEE | ATLUE sql iIBEEEIR
MapReduce E55i#1Tiz1T. ENRREFIMAME , JLABITSE SQLIETHRE

SCHEEAY MapReduce Feit , AAFFAEIIRY MapReduce N A |, +31&

op

HIECERIFIT O | (B2 Hive RAXIFHFLEIEIA,

6. iBi5iBE hive A Sort By , Order By , Cluster By , Distrbute By

FARMTLER?

order by : £XHENMEBHF , EILRE— reducer ( 21 reducer 7
HMPERBRERF ) . RE— reducer , £SBHMNIER AR , BERIK
YT ERTIEL,

sort by : 722FHF | EEEUEHN reducer BISERHERR.

distribute by : ZRRIEEAFRISEIEHITHI D MEEIRER reduce 4,

cluster by : BT BEH distribute by AITHEEINEFER sort by AITHEE.

7. 5 hive A split, coalesce % collect_list REIRIAEL (=J&561 ) ?

split =L %R |, D : split(a,b,cd', ') ==> ["a","b","c","d"].



coalesce(T vl1, T v2, ...) IREIZSEHRIFE—NIESE ; WNRABEER/ NULL ,
AB2iR[E] NULL,
collect_list FIH1Z=FERRFERIE , ~EE => select collect_list(id) from

table,

8. Hive BIEAFAFREFTARE , SBMLITR?

Hive S = ARIRITTRIERSS SR | O8I0 « REIUTEERS=:. 2tT
FhElRS=s. TETEEiRS=s  BIEEL I ERRRNEESH.
RERTTEREETERTRTULN | ExE TR RE— R LIEZR]
JoiFEfE | Derby BAERTUTIFERIBOASTERE.

ERHENT | 84 Hive ZRinEl S I 2ISRFENERAEZIER LE
X SQL &if,

EimtEtE(T | AR Hive EFImERGHIF— 1 2Rk Saar0EE | 1%
RSSO EIRTTEE | TTAUEIRSS SR IR Fin AR Thrift HHYE(E.

9. Hive RERRMIMNBRAIXA] ?

BIEESRRT © BIENERRAY , DGR IZISUE CEEERRTESE | EEIEs
B NCREUEFERTIBRR | AR EMIEANEE.



TRRERRAT - FEMIBRERAGEHER , RBERRAITTEIEF SRS RIS . moNER
RAMBRITEGE | ARIBREGE. XEINBRERRENZEL , FIRARD
BEINRE |, HERZEIREGE.

10.Hive FRAYESEET0 TextFile, SequenceFile, RCfile ., ORCfile
FEMTAR? ?

1. TextFile
BIAMEL | FRANHITEE | SUEARMEYE , MEFHEX , SUEERHFE
K. AI%EE Gzip, Bzip2 FR(RFEBIMGE , TERNBERE)  (BEER
XFAT, , EEGERSEARSE: split , Hive AFEXIEEEHITIIS , NTILiE
NEWEFHITHTEE. FREERFIULIES , WIRENFRHIEREDR
FFIFTERAT | At EALEE SequenceFile &) 11E.
2. SequenceFile

SequenceFile & Hadoop API f2HRY—Fr ZHFIS 245 | FEARNAITE

SequenceFile EF=FE4g1%#E : NONE , RECORD , BLOCK, Record [E
AaZ=q% , —RRIBIER BLOCK [E4E.
274450 hadoop api Y MapFile 2I8EFARY
3. RCFile

FhEST - SRIRITOR , BREGIEMN. S5 TTEMEIIEERIMA



B5% , RCFile (RIEEA—TREIRMLFR—H R , Bt cEEEAIFHERT |
HR | &5fFtE—+F . RCFile BESSFI RSV MEERIEIEESE | FEBEHE AL
ERIFIIERN ;
4, ORCFile
FET | SURIRIT DR BHURIRGIFHE,
FE4EIR. HRIEFITFEL,
RERLY rcfile 5/, 2 rcfile RIBRIRA,
245 - #8Ek TEXTFILE #1 SEQUENCEFILE , RCFILE HF5IXTFiEA U | £
IEINSAERERIRERAX , (EREERFMNERILIIE DR,
HIRCEMISRE—IRSA. SIXIZEL, Bt , B(HRE , RCFILE HHLLH
FAEMENRBRIBERNES.

11.FBRY Hive (5548458 MapReduce I 1TIS ?

A2, M\ Hive0.10.0 igAFHE | 3T EBAIAFERSHISIL SELECT from

LIMIT n1E4) , AFEH#E MapReduce job , BE#5EIT Fetch task SRENEURE.

12.Hive BYER%Y : UDF, UDAF, UDTF B9X35l ?

UDF : BB |, BRfTiaH



UDAF : Z1T#A |, BTt

UDTF : 178N , 217t

13.35i5R3 Hive HZRAVIERE ?

WRENEUERITIRRIE | AEBEIARRNHHTFE,

HIRMNEEIERET , SXFERE hash (8 , AESHMVHERE, 1BEUEKE
SIMAI MR, YR L B EMERES X ) BREN—MXG  — MRk
FEAERIRE (R S reduce (S E0ER.

WREIRTHERER , RERTUMRY , FEAERAREMEEIENR T8
HRFEIART , A MR



R E RN

HBase

1. HBase BS=Et4&?

1) K —PRALBHZIT, £EBRY

2) T STEHE— N HIFNEEEESS | JIeT LRI ENS
ROLEIN , B—KRP AR T LABEAARRRITY ;

3) mmEF : EEFY (5 ) BRETIRIES] |, 7 (R ) MR

4) % - = (null) FIHARSRAEEZE , ZILURITHIEETED |

5) HIRZIRA | BNETHIEIERTLIBS MA | IABR TRAS B
PEC , REITRBARTHIRS AR ;

6 ) #WELEE— : Hbase PRYEUIEERFRIE | IRAHEL,

2. HBase EHFEHRIES?

@ FERUBAREMNETE T RS FERASHESCELTERER
— MESEFTHENNEIEES A HBase, LU LEMIBIFHF , MBS EREE
EfFf% author B9 email , phone , address {SEiF RDBMS EE/SH4EF |,
i HBase SZH5alZSIB N,

Q@ ICRIFERER



RDBMS HI{TES/DFIRERER , 9 null B5RE Ti2ME2SE. Mol 308
ZIRY , HBase 79 null #9 Column Rt | XHFEIHE TEENIRE T
=

® ZhRAEIE

4N _ESTRFIRIHRYE Row key #1 Column key E{UEIAY Value BTLIEESHE
RONRANME , EISS TFREFEE A EICREYE , A HBase BiiFESET.
tean EBIHRY author A9 Address RE2ERY |, W55 E—RRRAFESHAIE
(BERAREFEEREIHEE.

@ BAIEE

SEUREMSGHA , RDBMS #HEEENMET , MM TiEE o BERE |, By
—A Master £ JRESIRIE , £ Slave GEEIRE , IRSEEBAAEIE, BB
BEBIN , Master IERMET |, XEIIEDE T | IBREAAKIIEIES FFERE |
—L join EIRABER Y , FEMEHFEE. EEIMEERH—SEMN, —15%
RUCRHESEHIA , EIRHEERIE , TENBHESE | il ID BEDREZ1
RIAHDBENRIOICRE. SHXEENATIEIEE S AR, XA
HBase Hif&lE8 Y , RFEENWN=REIRT , HBase BEMIKFIDYT B |, IR
Hadoop RYFSEEERRIE ¥ HEWERI S ( HDFS ) MigEsuE RIS AL

( MapReduce ) ,

3. ##ik HBase By rowKey B9igitEN ?



(1) Rowkey KERN

Rowkey 2—NTi##RS , Rowkey B EM RS AEENRIZITHE
10~100 D=1 , M EHEHYT , AEEE 16 1M=F10,

J[REOT :

@ HBUBAGEEAMIIY: HFile B 24%EE KeyValue 726EHY , WIS Rowkey i31<
Ekan 100 N7, 1000 HFIEEEYE Rowkey sEE 5 1001000 F=10 24
F15, K 16 #iE | XSRARFE HFile ROTFRERER |

@ MemStore BEFDEUEZINF , R Rowkey FEITKAFHIBRLF
FRQE , RRABLEEFESIENE | XRMRERERYE. Eit Rowkey
F TR EMAT T,

® BRRERFERER 64 (RS , N7 8 FXISF. =HIE 16 1M1, 8
FORNBHET AR ERFNRIEET.

(2)) Rowkey E5I/EN

9NER Rowkey ZIRESEIERIS TSRS | AESRYEIRE HEIBAIRIE | 2
& Rowkey IR EARGIFER , RRFEIRER , (RAIMATIAIFER | IXH
BIREEIRIYE S TES Regionserver SLHIGEISERI LR, WRIRBEY

IFE , BEFRERENEEESTEREHEUEEME—" RegionServer £

RegionServer , [EREIRIZIE,
( 3) Rowkey ME—/EN

IMEIR T ERIEEME—E,



4. fHi& HBase HA scan #l get BITNEELARSEIRAY RIE ?

HBase FYEIAISLII RIRERFM AR

1) %485 RowKey SRENME—2RIER | get FHi&

( org.apache.hadoop.hbase.client.Get ) Get F9/5EE ST  1RET
ClosestRowBefore #1 i85i&& ClosestRowBefore i rowlock, FERMAX
RIETHESY | B8 get RLA— row KFRicH. —1 row FIEJLABTR
% family #0 column,

2) IHEERNRMR—HEIER | scan F5i%
(org.apache.Hadoop.hbase.client.Scan ) LKA EIHIHEEERAYRE scan
J3ze

(1) scan BAJLUEIT setCaching 5 setBatch F5iAIREIERE (LAZSIEHERTE) ;

( 2) scan BJLAIEIT setStartRow 5 setEndRow KIRESBE([start ,
end)start 2iFXE , end 2FFX[A). SEE#/) , HREHE,

(3 ) scan FJLABIT setFilter 75iARINITIERS , XBESP . ZHHEEN

Hiiitl,

5. iSi¥MiEiAR HBase H—4 cell B9 ?

HBase Hi@id row # columns BEERIA—MFEETTIRA cell,
Cell : H{row key, column(= + ), version}E—HAERIEIT, cell FHEIRR

RBEEN , £ERFIIERAEC.



6. fajif HBase H1 compact BigR{T4 , (T ARHEAE , B ,
BtAX35! , BMLEBRXERESEH ?

£ hbase #5247 memstore #4E flush LR 25 , BIFZA— storefile ,
= storeFile NHEAE—ERET | MFEEL storefile UK #H1T
compaction 24,

Compact BY{EFS :

@ GHXH

Q@ BIRTSHR | SRIRARIEE

O RS LSRR

HBase HhsCI 7HIFH compaction BYF5E, : minor and major. IXFEFf
compaction J3zURIXFIZ :

1) Minor B{FRFEEERD HRIGFHHERIFLIN BFE minVersion=0 #H
IRE ttl FOSERRABIR | AMHIMBRENE. SIRAEUERBET(E,

2 ) Major #{EE3F Region THJ HStore THIRTA StoreFile FUTEFHRE ,

RENERRBESHE— UL,

7. BXA(CEIEEFAN HBase , MARIESERIF A ERFITEERIR
AELIPRATE , RIEEEE?



BRI

1) BIZEUE : IERREUREIEE X ;

2 ) £\ HBase : iFAAER HBase B NEIEEX ;

3) (RIEEERAIER : EiRit EMNEIREIRIEERY

4 ) FEERERNTR | WENREEEEKRR,
fRIRIER

1) BURERIZE , HAREEIR ? (RiIR—EX 60x60x24 = 86400 FEBES A
R | BABRIBAEESIA 100 55 , HBase BARIHFA T BB LHK
IR . FRLAXBZFIETREAR B IR EA , MEMEMSA, #tE
S\#EFER BulkLoad 752\ ( #EZIE - Spark ZiZE HBase ) , MRERE
BEALTUUEUL ;

2 ) £\ HBase : Z@BNZEH JavaAPI put LI , #tESNEFFEA
BulkLoad ;

3) fRIEEURMIER | XEFEERE RowKey Uigit. ES XGRS
AR ;

4) EREERTREREFNREAETIE , FAEISREMIREYLT | £

BulkLoad,

8. B5I%ENA HBase {lifb A% ?

1) i



BDEEIX NMAIERRIE ? HBase PEJLNABTSHSEZE |, @ region (2
X ) . HFile , fTLABE —L75ERRMXEESTER /0 FHETEZRE,
@D Region

MNERSETESXANE , FPAKEE region FhEEAILEIN , region £H{TH
2, XEEIN /O FHE |, FRLAERTT i EMERIRIRAY RowKey iRt THlE
P, L region BEIEHDH.

@ HFile

HFile REIREEFEE , £81 memstore TRIFATSER—
HFile , 25 HFile IBIIEI—EfEERS , SRBT— region AI HFile TG
XN TR HEATER , (BEGFE HFile XIMIRAXTRENE |
ABA HFile EFHHE. AT RDXFRFTIBR /O FHE , GIHTIBEEYE
EX/N, 45 HFile IBE— N EIERYE.

2) B EE

HARESSIEHHME N T EFHESSIHEEAN | RAOEBIEERNFEXAEE
AYFFEH | FPA HBase A ESREFE XA RAYIANE,

@ X Compaction , R #H{7FSN Compaction,

[X9 HBase #3#Z7£ Minor Compaction 1 Major Compaction , tBFEXY
HFile #1757 | AMBE&HMZ /0 1XE , X8R HFile HITBEER™% /0
i, EER /O XE | FiLAATERIXMAZEHIEINGE | EINKAE
&) Compaction , AR #1T compaction,

Q@ EHIES NI BulkLoad,



WNEREIT HBase-Shell 5 JavaAPI fY put SREEIAEZEUENSAN |, BRA
BEERB BRI R—EEEAINTE , MUUSFTESAREBEH
HERT Z2iINER BulkLoad,

3) BOEIRE

BAFAIRAEHITEIETTR |, (BRNRA LUBIT R L7 T ERIEETR S
MR EIEE | ARMAANE ?

@ FETE , ReETERE

F¥i= BloomFilter , BloomFilter 25k BIAVTIE , 7E4R— StoreFile
B4 — MetaBlock , BFEiARNTIEEURE
@ fEREYs
—RRIEFFE Snappy 1 LZO [£48
4) BERIt

7£—3k HBase 481 RowKey #1 ColumnFamily B EIFEEE , IFHY
IRITEEIR S R I RIS URAY A

@ RowKey igit : RZE&IUTLNEME

B - BRI RIEARREIE rowkey BRE , BRI rowkey 58 ,
BRFEA.

BRI  rowkey {EJ9 key RU—BB72HETE HFile |, QNSRS T RIERIES
rowKey IRIHETIK , BRAKBRIEIIFAEES],

ME—tE : rowKey WREZIAZAIX B,

N2 =2 =



BRANFAIEDFRM RS | MEARHRIFIRISM | BBA rowKey RUIRITRL
NAZFFERMEEA.,

INRIAIENBEKRZHITBENNEIENST . BBA rowKey MBTLARANY E
Long.Max-BJiEEAITSZ0 | XA rowKey BULEIBIRHAFS.

@ FIRANRLT - PRI R EEN AR

8 . HBase HhERITIEIIHITEMERY , BBATRRE —FIRAIE—FIRIHA
wEeRE  RFEEAME IR BOTIEYO ; EXSARiTxdim>
RERAZRRIE  BRTEEZ5E NS

5% EHETBR /O Mee. REWT : HUESE store LUSRTREFE
memstore F1 , [F—* region FIFESMFIERNTFESZ A store , 81> store
#—~ memstore , HESL memstore #17 flush Bt , EFE—" region B9

store Y memstore E<£t4T flush |, 140 1I/0 FFEE.

9. Region MfAIFENEX ?

o XABENEERECIERNIHMESED XS , BAIMKIFEEZ T oKX

RET D EIKESEE , XEEFERIRT R rowkey 2RO XAIXEIFAE |

B LU region v R)RA,
BEERMAE

FZE 1 : shell 7%



create 'tb_splits’, {NAME => 'cf'VERSIONS=> 3},{SPLITS =>

['10,'20",'30']}
5% 2 . JAVA iEFi=Hl

@ BUBE | FohEtAER—EEIER rowkey BEHFEIRIZT R HEFIEI—NE
a8 ;

@ TRIEMIXAY region 1M, ENESFIISE] , BIRBRXRAY splitkeys ;

® HBaseAdmin.createTable(HTableDescriptor
tableDescriptor,byte[l[Isplitkeys)a] LAFSEFRS XA splitkey , BIEISE

region [AJAY rowkey IIGFHYE,

10.HRegionServer SHUTLE ?

1) ZooKeeper &1 HRegionServer B9 ET&iER , 23 ZK KIEAN
HRegionServer Sl 52181 HMaster #{TREIE |

2 ) i% HRegionServer 2= 1EXFIMEHARSS | BURERTRERRT region EHYZ
IERFIMEAARSS

3 ) HMaster £15i% HRegionServer FrtaEEAY region &8 EIEA
HRegionServer £ , #E%3%F HRegionServer E7F7E memstore FiRRIFA
HRIREPHEIERITIRE

4 ) XMRENIEEH WAL ERk5hk , XMNMIREWT ¢

@ wal LR EFE—N34 |, F(E/hbase/WAL/XIRL RegionServer BT,



@ BHALRT |, iEEZ RegionServer FiXtRAVERIZR THY wal 324 , SRR
EARERY region Y193 BARIRIGETSI4 recover.edits,
® A region #oECEIFTAY RegionServer &1, RegionServer isEEY region

S TREFIE recover.edits , tNRBUHITIRE.

11.HBase iESiRE ?

i

@ HRegionServer {#f75 meta RLANREUE | BEihAEREEE | &% Client
FoZiha) zookeeper , M zookeeper EEESRE meta REFERIUERER , B
HEX meta FIEWA HRegionServer HE1ES,

@ E& Client JBIINIAZKENZEIR HRegionServer A9 IP 3kifia) Meta ZRFR7E
A9 HRegionServer , \HIEEENEI Meta , HIKENZE] Meta FRHEHITEIE.

® Client BITTEIREFEFHEIESR | HAXINAY HRegionServer , A1
FirfE HRegionServer Y Memstore #0 Storefile SREIAEUE.

@ &fa HRegionServer IBEGZEIFEIRIINZS Client,

5.

@ Client 5ci5/a] zookeeper , #E| Meta & , FHIKEX Meta FRIoUE.

@ HEIFBEBS NIEUERXIMNAY HRegion 0 HRegionServer fR5528.

® Client [i% HRegionServer fR5528ARENEIEEK , Aie

HRegionServer K ZIEKFHIEAT,



@ Client #ciBEUES ARl HLog , LARSLEEUREER.

® AEEEHIESANEI Memstore,

® R HLog 1 Memstore IS NI , NIXEEURS NI,

@ W Memstore IXRIFHE , 8 Memstore %R flush EJ Storefile
#,

= Storefile ks , Sk Compact GFHE(E , FBIIZHY Storefile
BFB— AR Storefile,

© 4 Storefile #iskifi X , Region th&liskii A , LRREST , 2% Split

#ME , 1§ Region —3 A,

12.HBase BIERHNFIRMHA ?

Hbase 22— BEIEREAN MV SSHIEIEER S
YIERTFE - hbase RO A (AR G EUEFEE HDFS L.
FEEE | —NERENDHRS region B , XL region D HTUHIFRIER
% regionserver _E Region WERIAR LA /9 store , store WERH
memstore F[ storefile,
IRAEE . hbase HRYEIEEIT AR _ L2 AUNENFTAIMRA , B compact
BB ARSI A4S Region Y split,

SRS . ZooKeeper + HMaster + HRegionServer,



13.Hbase ) memstore ERFRMHAA/Y ?

hbase 37 {RIEBEHLIEENAIMERE | ATLA hfile BEA rowkey REFH. Z%E
FimfANiEKEEX regionserver Zf5 , ATHRIES AN rowkey (9B, FT
DIABESEIRMZIE NS hfile 1, MEBENEERFREFEREFT , A2
memstore #1, memstore BEBRTEAISHFRIERIBENIEN . FHRIERTEH
BEEREREEFN. 4 memstore XT—ENEZE | £4% memstore
EHEAYEYE flush 2 hfile &, IXIFEEFHDFIF hadoop BEANASIHRIMEREMN
%, RESNMEE,

T memstore 2FHIERFH , 2R regionserver AARMRERL T , &
SHATFPEHIEERR. FIEATRIESIERELK . hbase EEIIRFEBA
memstore ZBIREAE|—1 write ahead log(WAL)%, WAL S4ZIEND.
IRFBENR , WAL B4 regionserver RE—4~, E—* regionserver Lff
B region EANF—1HY WAL 324, 1XEFZHEA regionserver LAY , BTLA
BT WAL 3214 | ERrE R EIRFFE#INEE] memstore |,

14.HBase fE#{TIREIGITIRIERTEM AW ? —SKRPEXS D4

Column Family &i& ? A{t4 ?



Column Family RIMREARERAVELE | — IR D TNERRIEEIE A
SR, A—sKREBEINHEEINE |, B —E5inaRY , XELUEX
SKERKN D RNINR | DIFERE | IRSHERER,

15.90{m#2S HBase EFiRANESEEE ? i5%56likEE

@ FF/3 bloomfilter i3E88 , FFiE bloomfilter LLIRFFEER 3. 4=
@ Hbase MTREFEREFINFEK | EEERITRIER FEEESHRNFEE
@ BIHEM hbase-env.sh FaJ export HBASE_HEAPSIZE=3000 #XEE2X
A/3 1000m
@ K RPC 2
BITE hbase-site.xml #f hbase.regionserver.handler.count it ,

AJLUESRIMCK RPC E& |, BUAMES 10 B/,

16.HBase SSRFRIRITTEFIN ?

@ HBase F2 HDFS RYZ#HF , EItZ3< HBase Fiffa{R Hadoop &EEFLI=5T
B ;
@ HBase FE ZooKeeper S8 89345 , [AlttZ%E HBase BIFffR

ZooKeeper EER¥ZLE45THY, ;



® i¥&= HBase 5 Hadoop ROERAFESHY ;
@ ;*3= hbase-env.sh FEEI{4F0 hbase-site.xm| FEEXHHIIERELS ;
® ;¥E= regionservers BLESHHNSH ;

©® TEERFPIIS N T RIVRRINES | BNE) HBase SERHSRIRIE.

17. B SRIERIERITE , EEAEA region BHESRER QIR ,
At ?

region Y rowkey REFFiE , BEITELLKE S, HESFEEI— region
i, XFEE— region fYEHEZEZ , HERY region iR | IIEEIEMSER

18, BFregion 9% , WA SERIERR,

18.i5HEixN{THER HBase 1 region KX/J\fll region XXHFRAYASE ?

Region @ RK&KREZIR compaction , BHIEE—EBHES—IEE| hdfs L,
A io , region II/IRIERZEIX split , region &% , FIEHEIRS , &iE

AR AR TEEE hbase.hregion. max filesize /g 256m,



