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1. Dockerfile [t 13 F

FEIEAX N4 Dockerfile HIEVEZ AT, FA15EKRE — T T[] Dockerfile. Dockerfile %3k& docker build i 42
IHER, BATTLLE -f S3%dEE  Dockerfile IR CXAMEEEAG R AR, £ 0] LU —ANu] LGl i)
URL) , HSE¥AH5EN7E PATH H: (PATH H3% A docker build fIJa — S8, SR IAT— A PATH 47
e A, WU REIR) R T4 50 “Dockerfile” HOSCHE, AR T AR T .

docker build -f /path/to/dockerfile
ey
docker build .
{ESZIXHE build HSREISAR R BA 45 H tag 19, T 12 —Mil % Dockerfile.

FROM busybox latest

COPY 1 tmp


file:///read/84/article/2247
file:///read/84/article/2249

FATE L L X #7730 docker build . #1773 build 52 J5, BT docker images #E build HRHIEIL S KL
REPOSITORY #1 TAG ##& <none>.

root@docker dockerfile]# docker images
REPOSITORY TAG IMAGE ID CREATED SIZE
none none d9420474dd92 7 minutes ago 1.22MB

T BT B R IR AL, FATA LS -t SEIRE AR A T tag. AN -thellovt, FATHAT .

root@docker dockerfile]# docker build -t hello:v1 .

Sending build context to Docker daemon  2.56kB

Step 1/2 : FROM busybox:latest

---> 6d5fcfe5ff17

Step 2/2 : COPY 1 /tmp

---> Using cache

---> d9420474dd92

Successfully built d9420474dd92

Successfully tagged hello:v1

root@docker dockerfile]# docker images

REPOSITORY TAG IMAGE ID CREATED SIZE
hello v1 d9420474dd92 9 minutes ago 1.22MB

PSR UIRARAE T docker build AT LASZREMFTA 244, 7 LLdid docker build ~help &%, XEHAEHRT .

[root@docker dockerfile]# docker build --help
Usage: docker build [OPTIONS] PATH | URL | -
Build an image from a Dockerfile

Options:
--add-host 1list Add a custom host-to-IP mapping (host:ip)
--build-arg list Set build-time variables
--cache-from strings Images to consider as cache sources
--cgroup-parent string Optional parent cgroup for the container
--compress Compress the build context using gzip
--cpu-period int Limit the CPU CFS (Completely Fair Scheduler) period
--cpu-quota in Limit the CPU CFS (Completely Fair Scheduler) quota
--cpu-shares int CPU shares (relative weight)
--cpuset-cpus string CPUs in which to allow execution (0-3, 0,1)
--cpuset-mems string MEMs in which to allow execution (0-3, 0,1)
--disable-content-trust  Skip image verification (default true)
--file string Name of the Dockerfile (Default is 'PATH/Dockerfile')
--force-rm Always remove intermediate containers
--iidfile string Write the image ID to the file
--isolation string Container isolation technology
--label 1list Set metadata for an image
--memory bytes Memory limit
--memory-swap bytes Swap limit equal to memory plus swap: '-1' to enable unlimited swap
--network string Set the networking mode for the RUN instructions during build (default "default")
--no-cache Do not use cache when building the image
--pull Always attempt to pull a newer version of the image
--quiet Suppress the build output and print image ID on success
--rm Remove intermediate containers after a successful build (default true)
--security-opt strings Security options
--shm-size bytes Size of /dev/shm
--tag list Name and optionally a tag in the 'name:tag' format
--target string Set the target build stage to build.
--ulimit ulimit Ulimit options (default [])

2. Dockerfile [{JiEE

NHFRATRIENIES, W52 Dockerfile SCRFITIEEAMILE . WIRAIRAIMNLE F 2236 T Docker, ] LL#d man dock
effile KREH, WRBALHMBERR, KECTESVEERE . Dockerfile IS — AT L— o8t 7T
%, b EmEg 7 FROM fl COPY, i FROM #onolHEEI1S, COPY o Il — AN CfE218i%
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o FROM : fit5& 51 FI M REmliR 15«

o MAINTAINER : #57€ 1% Dockerfile [{I4E4 #1552, IXANEA R A EE R ELBCE L FRATTAT LA 24 =) P 0 g S
FEH TS5 ks

o LABEL : HI>kfRE BRI —LLITl5 B

o RUN: igfTiZxtt v 2 Ja REVE a4, il RUNcp 1 /tmp;

o COPY : SCfmli e 4% I s

o ADD : Zfir & WA I, ST VEAIELECE R COPY B X 1

o EXPOSE: ¥ &A% IR I1;

o WORKDIR: #& & .1 H%;

o ENV: 88 I8 A8 &

o VOLUME: #87EMERAE S A s

o USER: fifs€ fr & AT H /s

o CMD: #8E ZBRENEINE S, CMD HFHEERE—HIn], JE4 CMD ["executable”, "param1", "param?2"]
. WMRAEE T 24 CMD, WA RG24

e ENTRYPOINT: % #8&HIEINESIA L EnIRAE ] docker run JH 28 850, 8 HIERIAE SN LUt 2 Bil%
HHUE AR A 1 A 2 B A, FRATTT DAE SIS A S 80K T 75

o ARG: 7T build I +s & S5

o TR VERELL # JFA.

FROM

FROM fRfaif, FBEFENE FROM i Dockerfile 4 —&E M4, FHEEMREIETFEMS. FROM
JE T ERBE ) docker Bif% AT LA £ Fikg X, Hotm:

FROMimage
FROMimage:tag
FROM image@digest

WREA T E tag 5E digest, WRRIEZFELN latest fRAME N EERIBER . UREAET=HET, latest fiiA
KA RLZAE RFEREBAR , NI AN latest MUAE LR SRt MR B Big 2 — B

MAINTAINER

ES VRIS

MAINTAINER <name> (xxx@imooc.com)

EHEPAEE TR EE B4 % MAINTAINER #57EN deprecated 1, — i 2ilid LABEL Rigg4irEiER,
AT F T DU R BB RS R

LABEL

B g, LABEL FIRENELE [ metadata, %W ELEMIH, a07F, dplidiiiX B metadata #2 key

value X .

LABEL <key>=<value> <key>=<value> <key>=<value> ...



LRI AT LA metadata 11 key—value P AERAT A, #BLL LABEL JF3k. — H Dockerfile 13 /n 7 LABEL 15
S, build HR G A LUEIT docker inspect a2 TR . I ZFRATET docker inspect 7 Z# nginx
B 1 label 15 H..

[root@docker dockerfile]# docker inspect nginx
"Labels": {

"maintainer": "NGINX Docker Maintainers <docker-maint@nginx.com>"

h

RUN

RUN & &Rig /T 5 SR ar4, A FPATE.

RUN <command>
RUN ["executable", "param1", "params"]

XA A %2 Dockerfile iz A2 T, LA TEESZ Hdd yum 2225 redis, T4 AT CLdt a0~
77 4m 5 F AT Dockerfile .

RUN yum install redis
ey
RUN ["yum", "install", "redis"]
RUN &4 — ri i 23 = 172 Dockerfile H1#%—A~ RUN fr 2482 AL s — AN I EAR)Z, XARATHE IR,
COPY
COPY FIR¥ NISCAF B Sk
COPY hom* /mydir/
ADD
AL COPY, ATLLN RN IR COPY o X7 FEARIAE 77 .

o 4 ADD JETHIERE4E SCII, #2 UL 208 R 48 SO ATl I
o ADD W] ULHR T #M 1k

ADD html.tar.gz /variwww/html
ADD https://xxx.com/html.tar.gz /var/www/html

EXPOSE
89 Docker N F P40 AT (93 1, AT BAFR 2 o O B9 P GE TCP i8¢ UDP, 3 $R el N2 TCP.
EXPOSE <port> [<port>/<protocal>...]

e PA 1243 2% 80 i



EXPOSE 80

TR TR T, TR AT RSV BB R — A AR -p ZHU R BB £

docker run -p 80:80 ..

WORKDIR

fRE TERR. —HBfag, MNERKGS (W RUND KT/ HX#Z WORKDIR #RENHRK, WMt
pwd it 2 WORKDIR

ENV
PR E AR B, A3 (ln R

ENV <key> <value>
ENV <key>=<value> ...

HB SUBIRATITE Linux FEH ) export S AL &,

VOLUME

VOLUVE 2 NBGAER—AHER S . HEBRNMETTUASERH VOLUME , 1MiZ&7E docker run BB v

SHIRE .

VOLUME ["/data"]
VOLUNE /data

USER

USER XA RAZ: ARINE, A4 Em AR s P 40kIAT, A4 dockerfile Hrgh vl
DLl USER SR E#E RS (bl RUN)D M#UTHF .

USER <user>[:<group>] or
USER <UID>[:<GID>]

CMD

CMD HISRASBIRE —MERNRR S 2, FrigBiAR AT LUl docker run 447 2 $ui i HoAt i) iy & ok
Bt CMD. CMD SZRFHIR T :

CMD ["executable","param1","param2"]
CMD command param1 param2
CMD ["param1","param?2"]

HAPFE=FAFR, 2 param1 A1 param2 15 A HEi%45 ENTRYPOINT. AT LUE a1 R )5 @i docker
run 85€ docker [FE 84N /binbash i CMD .

docker run <params> <image> /bin/bash

ENTRYPOINT



ENTRYPOINT KflL CMD, 4R EHEIEINE S, HRARE LHREE docker run K77 oRE i M4
AR T, R PAR A FAl R SRR R AE R A B, B AMIB? 254515~ ENTRYPOINT - $i75E HI2 M
RBFEsh, HRERIEMERE T —EEsIA T, FeARAED binbash 4HE docker HahiEk, KI5 FRIK
RIAEE, A B ie?

R —-entrypoint ZHURE % .
docker run —entrypoint /bin/bash .
ARG
ARG HISKfE docker build HJIEAE 2, teantn T dockerfile FAi Tk AT LAZE build [ 8 € user.

ARG user
USER $user

oy 22 F) I i 4 5 2 80
docker build --build-arg user=root -t myDocker:v1 .

3. B4

o -q

AT dockerfile AITEIEANH Hlf 4, FEACE I IX L8 H fir & 2 08 JAT B IRATH H W IF A b 5 2R 2>
BB T HEERAERKW AL L, RSt it 1Al
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