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require Fle.expand sty

abort("The Rails envirommes 4 s
require 'spec_helper’
require 'rspec/rails’

require 'copybara/rspec
§  require 'copybore/reils
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2. HAProxy
HAProxy #f %

HAProxy & —/MEif C iE S %S MITIREA:, 1% Willy Tarreau, HARGEE AT HIME. FORIMT SR, DL
F TCP(IUZ) il HTTP(-LJZ) MNP . it fEitfti T cookie MRFAME. ETHWAEMZL L. LAY
i &g, AshiEy g, 5. http://www.haproxy.org.

HAProxy SEBL 13k TSR OXah i Rt R i, R H s PERE AR AS SR X o AH BT 2 00 R Bl 22 LR R AR O e L1
PRI, b A AEBEERR S . R RBR . BE 445, HAProxy (WSt BAT RIRMIIR S . RIS 45 & 1RO
B, R LAAE 2 ) B v R A B P 2475 5K

HAProxy 45 713& Fl T I8 6 47 #04% K fwebit s, Holil github.  stackoverflow Z5 skt 248 ] 7 HAProxy. X £k &5
W N HESIE R EA T . HAProxy s /778 4Rl i b, 584 nl DUSCER B LIt R iER: . IR H e s
AT RS A nT DUR ] 22 A I G b S a2, R mT DLERIP AR [P web IR 25 28 A Bl 28 R B 2% |

HAProxy i H

FEHRE HAProxy IIBHR 2T, JAVEFA LA THEEWMER. /£ CentOS R4t ke ki .

root@xxx ~# yum install haproxy

ZRINBC B LE /etc/haproxy/haproxy.cfg


http://www.haproxy.org

#

# Example configuration for a possible web application. See the
# full configuration options online.

#

# http://haproxy.1wt.eu/download/1.4/doc/configuration.txt

#

#
#

.

#

# Global settings

H

#

global
# to have these messages end up in /var/log/haproxy.log you will
# need to:
#
# 1) configure syslog to accept network log events. This is done
# by adding the '-r' option to the SYSLOGD_OPTIONS in
# letc/sysconfig/syslog
#
# 2) configure local2 events to go to the /var/log/haproxy.log
# file. Aline like the following can be added to
# /etc/sysconfig/syslog
#
# local2.* Ivar/log/haproxy.log
i
log 127.0.0.1 local2

chroot  /var/lib/haproxy
pidfile  /var/run/haproxy.pid
maxconn 4000

user haproxy

group  haproxy

daemon

# turn on stats unix socket
stats socket /var/lib/haproxy/stats

#

##

# common defaults that all the 'listen' and 'backend' sections will
# use if not designated in their block

#

defaults
mode http
log global
option httplog
option dontlognull
option http-server-close
option forwardfor ~ except 127.0.0.0/8
option redispatch
retries 3
timeout http-request  10s
timeout queue m
timeout connect 10s
timeout client im
timeout server 1m
timeout http-keep-alive 10s
timeout check 10s
maxconn 3000

.

#

# main frontend which proxys to the backends

.

frontend main *:5000
acl url_static path_beg -i /static /images /javascript /stylesheets
acl url_static path_end -i .jpg .gif .png .css .js
use_backend static if url_static

default_backend app



.

bia

# static backend for serving up images, stylesheets and such
#.

##

backend static
balance roundrobin
server  static 127.0.0.1:4331 check

.

##

# round robin balancing between the various backends
#.

backend app
balance roundrobin
server app1 127.0.0.1:5001 check
server app2 127.0.0.1:5002 check
server app3 127.0.0.1:5003 check
server app4 127.0.0.1:5004 check

FATIARART LT — R H JLANBC L -
e global:

e log: HAHIHECE, Ara HEEBICREARNL, it local2 fit;

e chroot: M7 47 T4F B3 % /var/lib/haproxy;

o pidfile: FEFER pid SCIF. AR 2 BTt #R I BT pid SCAARFE SR HERE AN &I AE ;
e maxconn: H KIEHEL

o user: FHFEEITHIH ', haproxy;

o group: HFEIEATINH 4, haproxy;

e daemon: LLJ5 & E izt HAProxy.

o defaults

o mode: W E A BNSEHIIPMLIERL, FEF tep/http;

e log: ¥tH global B i & ;

o option dontlognull: ANici3g 1 2% 67 35 7 gk i Sk i B T AR A VA i 1) O Bk e
« option redispatch: 4 serverld %I IR 55 5 EE e, o] () 2 A 5 1 IR 25 2%
o retries 3: Hik 3 YOERRMGIA RS A AT H

o maxconn 3000: & KR

o timeout connect: I A A];

e timeout client: %/~ s ZE 428 IS I [1] 5

o timeout server: il 5% bify 1% F2  I IN [R]

FITHIBOABRCEE N EAE 7, BE-TROHE, BAZEH HAProxy SRACEEEATIMRSS, NMiZEARMBEAIM
Mo EWiWe? R ZAERCE SO as RN listen BIWT . Rii2 — M s ppl s, XRERATN Web B #5225
FATHEARANTE o

listen http-server 0.0.0.0:8080
stats enable
stats uri /xxx
server server1 xxx

3. Web APP

FATIX LSzl —ANFE T Flask /) Web M5 Redis Sl S . FEELI =4 Thae



1. redis iE#;
2. $efit—A> route set SEILXS redis HFHMEBET X E 5
3. Hft—/ route get SEHLXT redis T A BE T E )

redis %
redis %8s, WATE B Python K #iZE Redis.

import redis

redis_client = redis.Redis(host=redis_host, port=redis_port, db=0)

Hi#ER: Redis FEFH =134

o host; redis 1] host
e port: redis [
o db: redis FIEHEE, FAEH db=0 Binf,

X B — A0 ) redis 181T7E B 46— Docker 1, IREATER K Docker Hli{a[ 401 redis ) host We?
7£ Docker i ARHEAT R LLLE A 5 Docker (IR iFa 2 S5 --link i1~ Docker f)MIZE3E{TFTIE. 76 N IE 5 & 1
TR FRATTE4H L

set route
w5 — route, T]LLXT redis H4TE AN,

@app.route('/set')
def set():
key = request.args.get("key")
value = request.args.get("value")
redis_client.set(key, value)
return 'OK. We have set' + key + ' to be ' + value

Hr request.args F AT UERELE] url IS5, H2 EE AR E MSERE, key Ml value TRg2%S, AN
— AN SHIHE

@app.route('/set')
def set():
key = request.args.get("key")
value = request.args.get("value")
it key is or value is
return 'OOps, the key or value is NULL'
redis_client.set(key, value)
return 'OK. We have set' + key + ' to be ' + value

get route

%5 —> route X} redis 1 [{E A i)



@app.route('/get)
def get():
key = request.args.get('key')
if key is None:
return 'OOps, the key is null'
value = redis_client.get(key)
return value

2k, JATH web AR S 5E Mk, TEREFAMM T, HA redis-host IAEILZE—1 placehold, FAITHE [t
B S X AN A By N

from flask import Flask, request
import redis

redis_client = redis.Redis(host="redis-host', port=6379, db=0)
app = Flask(__name__)

@app.route('/set’)
def set():
key = request.args.get('key')
value = request.args.get('value’)
if key is None or value is None:
return 'OQOps, the key or value is NULL'
redis_client.set(key, value)
return 'OK. We have set' + key + ' to be ' + value

@app.route('/get’)
def get():
key = request.args.get('key')
if key is None:
return 'OOps, the key is null
value = redis_client.get(key)
return value

NTH%% 'S Dockerfile.

from python:3

RUN pip install flask
RUN pip install redis
RUN mkdir /data

COPY hello.py /data/
WORKDIR /data

EXPOSE 5000
ENV FLASK_APP=/data/hello.py
ENTRYPOINT ["flask”, "run”, "-h", "0.0.0.0"]

PR )58 1d docker build SRIJEIATIINAL, B HHRATBCAFRBUKBEL R, I HEAERE P e — i, Brid
build I [F] 23 A — 5

[root@ixxxZ imooc|# docker build -t web:v1 .
Sending build context to Docker daemon 3.584kB
Step 1/9 : from python:3

3: Pulling from library/python

e9afc4f90ab0: Pull complete
989e6b19a265: Pull complete
af14b6c2f878: Pull complete
5573c4b30949: Pull complete
11a88e764313: Pull complete
ee776f0e36af: Pull complete
513c90a1afc3: Pull complete



df9b9e95bdb9: Pull complete
86c9edb54464: Pull complete
Digest: sha256:dd6cd8191ccbced2abaf5d0ddb51e6057c1444df14e14bcfd5c7b3ef78738050
Status: Downloaded newer image for python:3
---> 7f5b6ccd03e9
Step 2/9 : RUN pip install flask
---> Running in 2d701068e85b
Collecting flask
Downloading Flask-1.1.2-py2.py3-none-any.whl (94 kB
Collecting Jinja2>=2.10.1
Downloading Jinja2-2.11.2-py2.py3-none-any.whl (125 kB
Collecting click>=5.1
Downloading click-7.1.2-py2.py3-none-any.whl (82 kB
Collecting itsdangerous>=0.24
Downloading itsdangerous-1.1.0-py2.py3-none-any.whl (16 kB
Collecting Werkzeug>=0.15
Downloading Werkzeug-1.0.1-py2.py3-none-any.whl (298 kB
Collecting MarkupSafe>=0.23
Downloading MarkupSafe-1.1.1-cp38-cp38-manylinux1_x86_64.whl (32 kB
Installing collected packages: MarkupSafe, Jinja2, click, itsdangerous, Werkzeug, flask
Successfully installed Jinja2-2.11.2 MarkupSafe-1.1.1 Werkzeug-1.0.1 click-7.1.2 flask-1.1.2 itsdangerous-1.1.0
Removing intermediate container 2d701068e85b
---> 40586a8d8950
Step 3/9 : RUN pip install redis
---> Running in cff9c96c09f2
Collecting redis
Downloading redis-3.5.3-py2.py3-none-any.whl (72 kB
Installing collected packages: redis
Successfully installed redis-3.5.3
Removing intermediate container cff9c96c09f2
---> f295e0ec8e7e
Step 4/9 : RUN mkdir /data
---> Running in 359538e774ec
Removing intermediate container 359538e774ec
---> 35935e5e1ba9
Step 5/9 : COPY hello.py /data/
---> 509d00b301f4
Step 6/9 : WORKDIR /data
---> Running in 95d6e233a897
Removing intermediate container 95d6e233a897
---> 231b90724d66
Step 7/9 : EXPOSE 5000
---> Running in 56¢9c364235a
Removing intermediate container 56c9c364235a
---> 773eae476c98
Step 8/9 : ENV FLASK_APP=/data/hello.py
---> Running in €8a326d03937
Removing intermediate container e8a326d03937
---> albdaa647811
Step 9/9 : ENTRYPOINT ["flask”, "run", "-h", "0.0.0.0"
---> Running in 2fec7d6c8628
Removing intermediate container 2fec7d6c8628
---> 4124bbaadf14
Successfully built 4124bbaadf14
Successfully tagged web:v1
root@ixxxZ imooc# docker images
REPOSITORY TAG IMAGE ID CREATED SIZE
web vl 4124bbaadf14 21seconds ago  944MB

JA B AT LGB ~link 55E redis AOMAE, SRAUFEEXFE. BT IRATH redis AR S5 IEBA HRE R, B LUK H
FEHLANEARI, AT R ABE T redis 4R

$ docker run -p 5000:5000 --link redis-test:redis-host -d --name web web:v1

4. Redis Cluster



A BEME—A Redis &8, FEBEY Redis HGRMMWEE, N7 o7 EHE, XHREAEEINES, KE
entrypoint 7y /bin/bash, A/FIENICE, &/5T3)H5) Redis S

Redis Master

Jedi Xk Redis 5if%, #8540/ 5 Redis Master 524 .

$ docker run -it --name redis-master redis /bin/bash

Redis 812 BRIAE A BB SC1E, (HRZIRATAT BLIEE Volume Y77 SUBE #E 22 . 383 /74 docker inspect <container-
id> , FATATLLERIR SR Volume. IR, 16 EHLEF: Narlib/docker/volumes/d51e68c64fea7241eb5d
036ac2f6be3df3af8df982d59694bbccd48f339bed2e/ data , ZEEM HFE: /data . tHELRRBAIEBENERT
QIR SO 2 B B 28 A 1Y /data HRF .

"Mounts": [
{
"Type": "volume",
"Name": "d51e68c64fea7241eb5d036ac2f6be3df3af8df982d59694bbccd48f339bed2e”,
"Source": "/var/lib/docker/volumes/d51e68c64fea7241eb5d036ac2f6be3df3af8df982d59694bbccd48f339bed2e/_data”,
"Destination": "/data",
"Driver": "local",
"Mode": ",
"RW": true,
"Propagation": ™

ALV —AH T redis JH SIHIECE AT redis.conf, ARGZERINZ AR redis, R E BB A LA 7 BURIT :

L)

daemonize M no iU yes;

logfile 4% /data/redis.log;

dir U /varllib/redis, 75 EFsh0lH % H 5%
bind # 0.0.0.0, ZAIAZ 127.0.0.1,

L[]

°

°



bind 0.0.0.0

protected-mode yes

port 6379

tcp-backlog 511

timeout 0

tcp-keepalive 300

supervised no

pidfile /var/run/redis_6379.pid
loglevel notice

logdfile /data/redis.log

databases 16

save 900 1

save 300 10

save 60 10000
stop-writes-on-bgsave-error yes
rdbcompression yes
rdbchecksum yes

dbfilename dump.rdb

dir /var/lib/redis
slave-serve-stale-data yes
slave-read-only yes
repl-diskless-sync no
repl-diskless-sync-delay 5
repl-disable-tcp-nodelay no
slave-priority 100

appendonly no

appendfilename "appendonly.aof”
appendfsync everysec
no-appendfsync-on-rewrite no
auto-aof-rewrite-percentage 100
auto-aof-rewrite-min-size 64mb
aof-load-truncated yes
lua-time-limit 5000
slowlog-log-slower-than 10000
slowlog-max-len 128
latency-monitor-threshold 0
notify-keyspace-events "
hash-max-ziplist-entries 512
hash-max-ziplist-value 64
list-max-ziplist-size -2

list-compress-depth 0

set-max-intset-entries 512
zset-max-ziplist-entries 128
zset-max-ziplist-value 64
hll-sparse-max-bytes 3000

activerehashing yes

client-output-buffer-limit normal 0 0 0
client-output-buffer-limit slave 256mb 64mb 60
client-output-buffer-limit pubsub 32mb 8mb 60
hz 10

aof-rewrite-incremental-fsync yes
daemonize yes

Bt E 2 G, BALEL T4 )53 redis master

# cd /usr/local/bin
# redis-server /data/redis.conf

AT LE R 28 55 redis cli RIGIF—F redis server £ G )R, TFIHLE R redis-master JEEIIH T .

root@b8d2918d3f73:/usr/local/bin# redis-cli
127.0.0.1:6379> set abc 123

OK

127.0.0.1:6379> get abc

"123"



Redis Slave

FATFH A3 Redis Slave.

# docker run -ti --name redis-salve2 --link redis-master:master redis /bin/bash
# docker run -ti --name redis-salve2 --link redis-master:master redis /bin/bash

FEERIE RS AN ~link 3%, FoREZEEIMAR L 7N redis-master (17585 14 258, Hsegidm
AFI[A— network namespace, [Ali} redis-master WL 2371 redis M 252314 7N master.

AT R E B 5L redis master KIHLE SCA—#E, i Volume 17 RUEIRATTZ AT redis it B O824 ik, i
U S

daemonize yes
slaveof master 6379

BJA—1TH slave fic B R Ri% redis SL6 8174 master:6379 (master #5#4 ip) i redis master [¥] slave i
Ao BEERCE S0 E H S E P /var/lib/redis. TR s, it redis-cli ¥iEF redis master —
FEo

5. N & & A i

WAE Redis R CAQIETEM 1, RADFHERZIEATN web BHAIELS, H3A web NAAE. JATLIE web
S RS 2107 2L

# docker run -p 5001:5000 --link redis-master:redis-host -d --name web-app1 web:v1
# docker run -p 5002:5000 --link redis-master:redis-host -d --name web-app2 web:v1

B~ web B 25 4% 2 Al it 2078 = HLAT 5001 F1 5002 o . FHIFANLED http 15 RKIEIE— T .
BT web-app1 % E —1 key.

$ curl "localhost:5001/set?key=imooc&value=imooc.com"
OK. We have set imooc to be imooc.com

jHit web-app2 3RHUZ Key 1A -

$ curl "localhost:5002/get?key=imooc"
imooc.com

XHLREDY TS I DA i OB HEOR 1, SEBR b3 2 BT 0 EEMRR RN o BRATTPREIZX AN 7 245 1SR Ja F R T )
WREE T

$ docker run --link redis-master:redis-host -d --name web-app1 web:v1
$ docker run --link redis-master:redis-host -d --name web-app2 web:v1

N

PATVRAERR Re— N 2T — B AR A &, HAProxy. il R 2 280UH5) HAProxy, FZL2KHA web
app Y host Wit 2.

$ docker run -it --name HAProxy --link web-app1:app1 --link web-app2:app2 -p 6301:6301 -v /tmp:/data haproxy /bin/bash



A0 R B R 7 IRA T AU 118 BN WU R T AR SN v imp:/data , ISR T 5 TR E
. BAVESHIEE ST

global
log 127.0.0.1 local2

chroot  /var/lib/haproxy
pidfile  /var/run/haproxy.pid
maxconn 4000

daemon

defaults
mode http
log global
option httplog
option dontlognull

option http-server-close

option forwardfor ~ except 127.0.0.0/8
option redispatch

retries 3

timeout http-request  10s

timeout queue 1m
timeout connect 10s
timeout client im
timeout server m

timeout http-keep-alive 10s
timeout check 10s
maxconn 3000

listen webapp
bind 0.0.0.0:6301
stats enable
stats uri /web-app
server app1 app1:5000 check inter 2000 rise 2 fall 5 #1415 i1
server app2 app2:5000 check inter 2000 rise 2 fall 5

T PR TG B SO A LA i R A

1. chroot ) H R ARIEZAFATER), A4k chroot JRIU;
2. listen 1) bind 28 B SEH K —17, XAMIZAEFRA K] HAProxy 12 Hiir & 4 481k,

AT RIGIE— T JATEZ /015K A web server (5% 0 B 5001 3 HAProxy Wi H SR 0 6301, XK

i it works!

$ curl "localhost:6301/get?key=imooc"
imooc.com

6. &4

S S 1 £ A HAProxy + Web APP + Redis Cluster #9287 — AN m il RS, BARIX AR AE— host
ORI, (HRRIENE B R

ASCHTA s IS i BER e id S 2 T BLSAT I, 384T IR R GUARCA W T -



#Isb_release -a

LSB Version: :core-4.1-amd64:core-4.1-noarch
Distributor ID: CentOS

Description: CentOS Linux release 7.6.1810 (Core)
Release: 7.6.1810

Codename: Core

iZ4TH Docker fRAI T :

# docker --version
Docker version 18.09.2, build 6247962

& 27 Docker %4 i

29 %
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