30 Kubernetes =2 {4 ?

SEN ). 2020-10-19 09:54:02

Afe— Bk, ek, — R E iRk

XECENE—T Kubernetes, FEAIE T =5

1. Kubernetes &4
2. Kubernetes HJ#% U IhfE

3. Kubernetes [111Z% 0o WE &
1. Kubernetes 24

198 Kubernetes ‘B 75 Mk (kubernetes.io) FIHIHIE X0 :

Kubernetes (K8s) is an open-source system for automating deployment, scaling, and management of

containerized applications.

It groups containers that make up an application into logical units for easy management and discovery.
Kubernetes builds upon 15 years of experience of running production workloads at Google, combined with

best-of-breed ideas and practices from the community.
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