33 Kubernetes #% 0 & f#dT: Pod ()

g1 2020-10-19 09:54:02

ERB T, BRI AR BRI AR T 2. — R
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1. #E%
ASCRE A BRI Pod (615146, SRJE AR 41 Pod (HFE. & 58 T 2 — M fil 4 Pod 7=l

apiVersion: v1
kind: Pod
metadata:
name: myapp-pod
labels:
app: myapp
spec:
containers:
- name: myapp-container
image: busybox:1.28
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apiVersion: Fox api X R kA (Hhin Pod & —Fh api Xf %)
kind : &1 api X %2478, Pod XM kind /& Pod ;
metadata : & —20(E S, ki name . labels %F;

spec: JEX I Pod f)—Lefifiid (58, HE(SSHARAE spec X HAAT AR, L.

containers: Pod Hz{T A KGZIE, TLMEEZA, RAVS AN

affinity: SEFITE, £ Pod IR, HLAnFREHTRFE K Pod 1 B2 2IRr & 1047 s b, ol DU X
MCERER

hostAliases: hosts % H, £x7E Pod J& 2l {&7E A F Pod H;

hostIPC: Pod P17 488 75 =ML IPC namespace, ERilJE false;

hostNetwork: Pod A 252848 Fl 1 AL k2% namespace, #124F Docker M4 1 host network, 2k
NN false;

hostPID: Pod P4 1% 281 Fl 15 ML pid namespace, k2 Al — AN iEFE 48 1]

hostname: &7 Pod [#] hostname;

dnsPolicy: Pod P 72351 dns 3l

imagePullSecrets: FATH BEEHMEGRAAN, FFEEEH P A%N, EidxA7BokEE,
— MR BAR 1 F  A BE RS C B R — > Secret;

initContainers: init 545, Pod i) —Flkrik A4y, SHah. JEH2dii:

nodeSelector: £ FE I %, A EHERANTAEE Pod #i i B 246 2 1) node 1555 1, AR BRATHAT LA
AR

restartPolicy: Pod PY %525 IF 55 SRS, 225 48 o iR HH B0E (i ek & SR I, kubelet H AR % 5 B
ERBEAT I R R, BUEEH:

o Always: A#FKZN, H kubelet Hzh 5 %% 4%
e OnFailure: H7as2kibiz T HiBHIBA N 0 i), 1 kubelet HshE 5,
o Never: NgZAEZEHATZN, kubelet #FA L E B %A%,

Hr g EE /2 spec.containers “ZBt, containers FH&—4> List, & —%%1) container. HATE T
container ¢ ) L BB

e name: JAZ)Z A AT
e image: HEHH;
o imagePullPolicy: it Pod /& i A [l OB F UK S, HUEA Always . Never . IfNotPresent, & 733l

o Always: X Pod Aaisli#E EH, HEGRT ORI,
 Never: /X Pod JRahsi# Em, A RNIEAR, T2 A I

IfNotPresent: #/k Pod JAZhali & BRI, Je NAMIRA B IZHR, WRAMAAAE, WA ALK, &
IS N GEVE RS

e command: FAEEE S AT LLA —NERILKT EntryPoint, X4~ command 24T 3AME A — N #E I HATAC IS 7
AR ERIAT EntryPoint;

e args: Z%, Al command & 1H

o env: JENBIE NIRRT R,

e livenessProbe: {7 A ;



o readinessProbe: A HPERI. XN T RAEEEAT X0, g st A7 AE, "Re AR AT DLIE R
PAp &
o volumeMounts: FEiE5EH S .

TRAT N T 3 LA T SR A 7 97 348 (10 B A e
2. command

command 1 375 32 B2 B B AI BN entrypoint — B R BRI, FRATAEES TR, AR LA command
KTE AR HIBIA entrypoint, LU command & E &I /binbash % sh. FHIATE busybox Fif%HIERIA

entrypoint %5, Fl— shell iy 4 & k.

apiVersion: v1
kind: Pod
metadata:
name: myapp-pod
labels:
app: myapp
spec:
containers:
- name: myapp-container
image: busybox
command: ['sh’, '-c¢', 'echo Hello Kubernetes! && sleep 3600']

3. affinity
Kubernetes (1) Pod [z E 4L T —FRiAE L& AT, £ =

« nodeAffinity: fi& T Pod 1 Node Z [H[1Ji XK &, Lt Pod 1 41 6 2 IARZE 1) Node 55 I
o podAffinity: ik T Pod ZIRIFTAE LR, a5 miFh Pod 5 246 & 171 a8 b
o podAntiAffinity: 1 podAffinity IE4FAH R, XA SCERT, ik 3 pFh Pod A2 B2 3 & — N5 R

THEZA M nodeAffinity 1 Pod I+ . FFH requiredDuringSchedulinglgnoredDuringExecution 72 nodeAf
finity — BJ—FhENE, Fox Pod  AAZUEE B R AR AL, WUIREAWEFM T A, AT ER. Hh
IgnoreDuringExecution %7~ Pod #1532 Jia AT B, WS mibs 2k A8k, A2 Pod 1€ 151+, Pod
Mgk LLiafT. BRIk 4h, nodeAffinity i&S7 FediAthsfmg, Hhin:

¢ requiredDuringSchedulingRequiredDuringExecution: 25181 requiredDuringSchedulinglgnoredDuringExecution ,
AR AT AR R A T A, R L poddE I, T E BT RS BRI A

o preferredDuringSchedulinglgnoredDuringExecution: &7 56388 203 2 2 PR 5 b, %A L & 11
AL AR, R IER S EE .

o preferredDuringSchedulinglgnoredDuringExecution: 77~ 563858 2156 & 2 PR 5 b, i B8 L & 141
WA, RS IX LR, LRIEE ZHEEE . H P RequiredDuringExecutiond i 5 I AR S KA T AR
A, TR T AR, DR R B AL SRR R



apiVersion: v1
kind: Pod
metadata:
name: myapp-pod
labels:
app: myapp
spec:
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: <label-name>
operator: In
values:
- <value>
containers:
- name: myapp-container
image: busybox latest
command: ['sh’, '-c', 'echo Hello Kubernetes! && sleep 3600']

4. hostAliases

ffFHit Docker [FZRIZAEEIR, AR E 180 Docker 4% /etc/hosts S, AT — L&
145, EeansE Docker 53141 entrypoint #1204 hosts S04, X H SR —FpEEH ASHE FIMH02%

7 Kubernetes ', IATHIEHREZN Pod f) hosts 30, FAiME A EIJ7 X2 Kubernetes FR26t T Pod 14
P£: hostAlias, AEH I8, TFHEZRNT—ANLPRIB]T .

apiVersion: v1
kind: Pod
metadata:
name: myapp-pod-hostalias
labels:
app: myapp
spec:
hostAliases:
-ip:"1.2.3.4"
hostnames:
- "foo.local"
- "bar.local"
containers:
- name: myapp-container
image: busybox
command: ['sh', '-c', 'echo Hello Kubernetes! && sleep 3600']

FAEL kubect! apply —F, 5% — T Pod WS hosts SCIFELL, fefa — AT AARANTAIMAIZH .

kubectl exec myapp-pod-hostalias -n imooc -- cat /etc/hosts
# Kubernetes-managed hosts file.

127.0.0.1 localhost

::1 localhost ip6-localhost ip6-loopback

fe00::0 ip6-localnet

fe00::0 ip6-mcastprefix

fe00::1 ip6-allnodes

fe00::2 ip6-allrouters

10.1.2.134 myapp-pod-hostalias

# Entries added by HostAliases.
1.2.3.4 foo.local bar.local

5. Init Container



Pod ATUVEEZNERR, AR ERINEEEAN S AN FRLTHAMER G, XA ERAIE R init
contaienr. init container 535 il i 2 28 X HIZE T

o init contaienr FZIE 4T 58 A
o £}/ init container IZ1T5E M, T MR ASET. WA ZA init container, AT & 50

Wi Pod K init container 1247, Kubernetes < AW j51% Pod, %13 init container I Mk, Bk
restartPolicy {5 Never. init contaienr 7E Pod [¥] spec 5 XAl contaienr 7£—NZ4, H & 1T REAIM I 25 85 %
A5,

apiVersion: v1
kind: Pod
spec:
containers:
- name: app-container # [ J1] 75 4%
image: ...
initContainers:
- name: init-container-1 # init 7<%+
image: ...
- name: init-container-2 # init 75 %3
image: ...

init container [ i &b

init container i [ 5 N & 8% 70 2 1 g%, HAE W IR

e init container R LAGL 7 — B 22 % o B v N FH 2 s TN AE AR IR A C BB ARG . i, B B T
FELFI R ML sed . awk. python. dig XAFEMTHIMZ FROM —ANMERAGKAERGHT B4

o init container FJ VL2 4 iz 4T IX e TR, B fiX e TR 3 BN H R AR 1) 22 4 T BEAG

o JSLFHBTAR B 1 2 AN B AT AR AL AR, IR B A A BB L B

e init container fig LAAN A T-Pod A B I A8 45 H S R EALIKIIE AT BRIk, InitZ @8 v BV 1) Secrets HIRLFR, 1
IS R ANBES T 1] 5

o T init container WZi7E N H 25 4% 5 2l 2 HTIZ AT 5 MG, Rl init container $if1E 17— FhHL | i BH 28 B AE AR 37 25
WEZ, ERNHE T AR B 2 2, Pod P T 1O R 2 38 22 I AT IR 3

init container 1

2B init container FI{EHARE], XA Pod BN HARIKH T WARS: myservice Al mydb, FFE
KPS R G, MBS A GRS AN LLE XA init container HI ks U4 Ik 55 6 1% J5 30
—MERF myservice JAFN: —AMEERF mydb JE3T. Hrb il AN service xR dns 144 H IR


https://kubernetes.io/docs/concepts/configuration/secret/

apiVersion: v1
kind: Pod
metadata:
name: myapp-pod
labels:
app: myapp
spec:
containers:
- name: myapp-container
image: busybox:1.28
command: ['sh', '-c', 'echo The app is running! && sleep 3600']
initContainers:
- name: init-myservice
image: busybox:1.28
command: ['sh', '-c', "until nslookup myservice.$(cat /var/run/secrets/kubernetes.io/serviceaccount/namespace).svc.cluster.local; do echo waiting for
myservice; sleep 2; done"]
- name: init-mydb
image: busybox:1.28
command: ['sh', -c', "until nslookup mydb.$(cat /var/run/secrets/kubernetes.io/serviceaccount/namespace).svc.cluster.local; do echo waiting for myd

b; sleep 2; done"]

N TAEFER, T FIRSE LT PRI service.

kind: Service
apiVersion: v1
metadata:

name: myservice
spec:

ports:

- protocol: TCP
port: 80
targetPort: 9376

kind: Service
apiVersion: v1
metadata:
name: mydb
spec:
ports:

- protocol: TCP
port: 80
targetPort: 9377

T EMEH init container EM, FA14E/E3) Pod (FATIXEIE demo &5 3)3E—A% 111 namespace imooc H
M .

[ kubectl apply -f myapp.yaml -n imooc

RIaEHE Pod IR&, M STATUS FE K Pod Bahit£17E Init £, HEiZ init container, K NIATEEE B35

service,

[1 kubectl get pods -n imooc
NAME READY STATUS RESTARTS AGE
myapp-pod 0/1  Init:0/2 0 59s

FAV AT BT yaml J5 85K service:  myservice Al mydb .

1 kubectl apply -f myservice-mydb.yaml -n imooc
service/myservice created
service/mydb created



RiHEJATEAE Pod HIIZ4TIRES, KIL STATUS 472K Running 1 .

[1 kubectl get pods -n imooc
NAME READY STATUS RESTARTS AGE
myapp-pod 1/1 Running 0 4m27s

6. m 45

o -q

AN BARK) — M7 I 044 Pod HIfERIAT Pod )—S845k, {H2 Pod HIAFIESEER KL T, il —f3CE
I GEIEAATRE, A SRS IE 2 T A SR
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