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1. ConfigMap 1)

BATATLLE T #74 kubectl create ConfigMap <cm-name> <data-source> x4 £l ConfigMap, i#id kubectl get Co

nfigMap <cm-name> & &5 % 1) ConfigMap 1] % .
I H s E

BAVREAMEIE—NHR, REHETT RGN NECE X https:/kubemetes.io/examples/ConfigMap/game.prop
erties Fll https://kubernetes.io/examples/ConfigMap/game.properties T #2465 H FXH .


file:///read/84/article/2404
file:///read/84/article/2410

$ mkdir ConfigMap
$ wget https://kubernetes.io/examples/ConfigMap/game.properties
$ wget https://kubernetes.io/examples/ConfigMap/ui.properties

FATAT LA 0 — T SR

$ cat game.properties

enemies=aliens

lives=3

enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30

T UEE]E ConfigMap.

kubectl create ConfigMap game-config --from-file=/path-to-ConfigMap/ConfigMap/

# % ConfigMap WA T .

$ kubectl get ConfigMap game-config -o yaml
apiVersion: v1
data:
game.properties: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
ui.properties: |
color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice
kind: ConfigMap
metadata:
creationTimestamp: "2020-04-07T02:02:432"
name: game-config
namespace: default
resourceVersion: "35384497"
selfLink: /api/v1/namespaces/default/ConfigMaps/game-config
uid: de85b232-7873-11ea-a328-00163e16aeeb

i i S B

A BA TR AT LA 2 I B SO B, I EERE il (R 5 — D S8 B SRS SR mT, T RLEE 2 A —~from
-file Z%.

$ kubectl create ConfigMap game-config-file --from-file=/path-to-ConfigMap/ConfigMap/game.properties

R 5 2 1% ConfigMap.



$ kubectl get ConfigMap game-config-file -o yaml
apiVersion: v1
data:
game.properties: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
kind: ConfigMap
metadata:
creationTimestamp: "2020-04-07T02:09:182"
name: game-config-file
namespace: default
resourceVersion: "35385556"
selfLink: /api/v1/namespaces/default/ConfigMaps/game-config-file
uid: c9a01ad0-7874-11ea-a312-00163e16aa1b

i PR AR B A

WL AR R ConfigMap Al SCAFaIEE M 7 8L, 33 —from-file 2 —from-env-file BIAT, i&
B AN B X 2 8 A AR & S ConfigMap HBE(EH — ANk Rl w .

$ kubectl create ConfigMap game-config-env --from-env-file=/path-to-ConfigMap/ConfigMap/game.properties
FA1EET kubectl get 3KEX ConfigMap -

$ kubectl get ConfigMap game-config-env -o yaml
apiVersion: v1
data:
enemies: aliens
enemies.cheat: "true”
enemies.cheat.level: noGoodRotten
lives: "3"
secret.code.allowed: "true"
secret.code.lives: "30"
secret.code.passphrase: UUDDLRLRBABAS
kind: ConfigMap
metadata:
creationTimestamp: "2020-04-07T15:32:457"
name: game-config-env
namespace: default
resourceVersion: "35514135"
selfLink: /api/v1/namespaces/default/ConfigMaps/game-config-env
uid: 075dabd9-78e5-11ea-a312-00163e16aa1b

XFLE_E ) IE S G ConfigMap X 5, AT LA SR IXHIFE T data 5B i P oy s i SOfFa i ok 1
ConfigMap £ —/> key X B EISCHF4%, GF fEAEBA AT BLIE 2N Ed B SCHH G ConfigMap, #8784 [ H e B30
A AR R 42 710 key o

HEE%'S ConfigMap

BT i@ S kA ConfigMap 4b, AT AT LLE 4SS — 4 ConfigMap X %1 yaml 324, SR/t kubectl ap
ply Z:8J% ConfigMap.
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FAMEH] ConfigMap £ 20T DL Py 7 AR A8 «

1. WAL R
2. j#it volume 3k

PR B

AR A ConfigMap,  HBe ST an R T FE 4
ConfigMap.

$ kubectl get ConfigMap game-config-env -o yaml
apiVersion: v1
data:

enemies: aliens

enemies.cheat: "true”

enemies.cheat.level: noGoodRotten

lives: "3"

secret.code.allowed: "true"

secret.code.lives: "30"

secret.code.passphrase: UUDDLRLRBABAS

ConfigMap, i i i 7458 28 B SO AF G Y

Fedl 148 F (s T LAE R ConfigMap HH8 2 1 key B ConfigMap i ) key, T2 RH.

i 46 € 1 key

IR 5] H ConfigMap game-config-env H1 key 4 lives HIA5 &, 154 3.

apiVersion: v1
kind: Pod
metadata:
name: myapp-pod2
labels:
app: myapp
spec:
containers:
- name: myapp-container
image: busybox
command: ['sh', '-c', 'echo Hello Kubernetes! && sleep 3600']
env:
- name: ENV_LIVES
valueFrom:
configMapKeyRef:
name: game-config-env
key: lives

TAERIEE kubect! apply » 4RJ5iEiE kubect! exec 33| Pod B A FE A E .

$ kubectl exec -ti myapp-pod2 -n imooc -- sh
/#/#env|grep LIVES
ENV_LIVES=3

BT K key

K714 L IXFER ConfigMap A H:/MEER key, B0 LUK ConfigMap FFETH I key BELIEMLGI B2, N

e AME R



apiVersion: v1
kind: Pod
metadata
name: myapp-pod3
labels
app: myapp
spec
containers
name: myapp-container
image: busybox
command: ['sh', '-c', 'echo Hello Kubernetes! && sleep 3600
envFrom
configMapRef
name: game-config-env

FEER), FATHZIEE kubectl apply 1% Pod, #RJ5i#id kubectl exec #3%F| Pod W& E R IHZ &R

$ kubectl exec -ti myapp-pod3 -n imooc -- sh

[ #env
MYSERVICE_SERVICE_HOST=10.0.211.41
KUBERNETES_SERVICE_PORT=443
KUBERNETES_PORT=tcp://10.0.0.1:443
MYDB_SERVICE_PORT=80
MYDB_PORT=tcp://10.0.51.122:80
HOSTNAME=myapp-pod3

SHLVL=1

HOME=/root
MYSERVICE_PORT=tcp://10.0.211.41:80
MYSERVICE_SERVICE_PORT=80
MYDB_PORT_80_TCP_ADDR=10.0.51.122
MYDB_PORT_80_TCP_PORT=80
MYDB_PORT_80_TCP_PROTO=tcp

lives=3
MYSERVICE_PORT_80_TCP_ADDR=10.0.211.41
secret.code.passphrase=UUDDLRLRBABAS
MYSERVICE_PORT_80_TCP_PORT=80
MYSERVICE_PORT_80_TCP_PROTO=tcp
TERM=xterm

enemies=aliens
KUBERNETES_PORT_443_TCP_ADDR=10.0.0.1
MYDB_PORT_80_TCP=tcp://10.0.51.122:80
PATH=/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin
KUBERNETES_PORT_443 TCP_PORT=443
KUBERNETES_PORT_443 TCP_PROTO=tcp
MYSERVICE_PORT_80_TCP=tcp://10.0.211.41:80
secret.code.lives=30

secret.code.allowed=true
KUBERNETES_PORT_443 TCP=tcp://10.0.0.1:443
KUBERNETES_SERVICE_PORT_HTTPS=443
enemies.cheat.level=-noGoodRotten
KUBERNETES_SERVICE_HOST=10.0.0.1
PWD=/

MYDB_SERVICE_HOST=10.0.51.122
enemies.cheat=true

BT _E A5 AT DUE B R SR BT R AR AR LR T
T volume H:#;

£ Pod HA] BLsE XL Z Ff volume, bl emptyDir . hostPath %, ConfigMap 1] LAfE A —Fh25 L [f) volume £ .
N2 /M A ConfigMap £y volume F1 F 7151 -

o H4aft Pod 1) spec FBHE L —> volumes 7B, TFHILE T A ConfigMap 254! volume: config-



volume F1 env-config-volume, 7375 £ 4% 71l game-config Al game-config-env [~ ConfigMap.
e {E spec.containers T3/ container {5 X it volumeMounts ¥ i) volume H:3%F H 5% /etc/config

F1 Jetc/env-config

apiVersion: v1
kind: Pod
metadata:

name: myapp-pod1

labels:
app: myapp

spec:

containers:

- name: myapp-container
image: busybox
command: ['sh', '-c', 'echo Hello Kubernetes! && sleep 3600']
volumeMounts:

- name: config-volume
mountPath: /etc/config
- name: env-config-volume
mountPath: /etc/env-config
volumes:
- name: config-volume
configMap:
name: game-config
- name: env-config-volume
configMap:
name: game-config-env

FAEL kubectl apply JE3h Pod, #XJ5iliT kubectl exec kit ZE — N AMIEBEN.

$ kubectl exec -ti myapp-pod1 -n imooc -- sh

[ # s /etc/env-config/

enemies enemies.cheat.level secret.code.allowed secret.code.passphrase
enemies.cheat lives secret.code.lives
/ #s /etc/config

game.properties ui.properties

/ # cat /etc/config/game.properties

enemies=aliens

lives=3

enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true

secret.code.lives=30

| # cat /etc/env-config/lives

3
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Wi 77 R Pod A 5 ConfigMap 2 A4 5 3l 58 Hi i
JHIT volume #1577 LATE 10s £ 4 H B o
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Secret Xf LR —HRRAFURME S, LA, 2R ssh key %5, RiX28(5 EJAAE secret HELAE Pod 1
5E S spec B AR B A PR BN 2 AN R g, R DL A 4R

THEATRE — T i e e secret X%, HMF TN, —MEZBEd kubectl dr1T6I&, —F T304,
kubectl #7417 61 &

R RRATILIEE ] secret SRR P A %0S, BATSEH 7 LA ELRA B A A M4 username.txt fll pass

word.txt

$ echo -n 'admin’ > /username.txt
$ echo -n "1f2d1e2e67df > /password.txt

TTH# A kubectl create secret iy 44T B 77 il i 51 FH S-SRk il 2k .

kubectl create secret generic db-user-pass --from-file=./username.txt --from-file=./password.txt

MRIGFATATLLEIE kubectl get secret H)5 KAFE secret HIH % -

$ kubectl get secret db-user-pass -n imooc -o yaml
apiVersion: v1
data:
password.txt: MW YyZDFIMmU2N2Rm
username.txt: YWRtaW4=
kind: Secret
metadata:
creationTimestamp: "2020-04-08T02:57:282"
name: db-user-pass
namespace: imooc
resourceVersion: "35623868"
selfLink: /api/vl/namespaces/imooc/secrets/db-user-pass
uid: aee2388b-7944-11ea-a328-00163e16aee6
type: Opaque

AT UE R data FBHIEIEGINE 1, HOIOX Byt e AEmR, XM EEE SRl 1 base6d Hifid. &
ATATLLiE T base64 fEiDE — 1.

$ echo 'YWRtaW4="'| base64 --decode
admin

Fahelz

FEhEI 2T E— R LT secret XH yaml 3O, #RJEIEI kubectl apply GJEE, X B AR
T

5. Secret 1§ H
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1. AR
2. j@iT volume H:#k

A
A1 ConfigMap ELAi ML, RTH /& secret 1 il ik JR 35548 &4 F 1) -1

apiVersion: v1
kind: Pod
metadata:
name: secret-env-pod
spec:
containers:
- name: mycontainer
image: redis
env:
- name: SECRET_USERNAME
valueFrom:
secretKeyRef:
name: mysecret
key: username
- name: SECRET_PASSWORD
valueFrom:
secretKeyRef:
name: mysecret
key: password
restartPolicy: Never

i@t volume H:#k

N ¥ secret i@id volume H:2F] Pod WK —/NMIF. AT LLE 2GR volume & X B A —4 mode F
B, W, XA SO

apiVersion: v1
kind: Pod
metadata:
name: mypod
spec:
containers:
- name: mypod
image: redis
volumeMounts:
- name: foo
mountPath: "/etc/foo"
volumes:
- name: foo
secret:
secretfName: mysecret
items:
- key: username
path: my-group/my-username
mode: 511

6. 45

ANAHT Kubernetes F11ic B & H R 7 20: ConfigMap F1 Secret, SR Ui L a7 5,

33 Kubemetes L &1 : 35 7 444k bR DaemonSet >
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