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apiVersion: v1
kind: ReplicationController
metadata:
name: nginx
spec:
replicas: 3
selector:
app: nginx
template:
metadata:

name: nginx

labels:
app: nginx

spec:

containers:

- name: nginx
image: nginx
ports:

- containerPort: 80
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
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o kind: ¥ 5& A ReplicationController;
o metadata: 15 1% ReplicationController [ —%475{5 ., il name £,

e spec: iZ% ReplicationController f%LaiE X, A4 J LA -

o replicas: & X EIZ{T) Pod RIA%L;
o selector: il HKIME Pod, FFZEAM FHF Pod template & L H 1] metadata {7 8 —3;
o template: i% ReplicationController & ¥ ] Pod [¥)5E X5k, T E XA Pod 1)5E X —3L.
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8 b kubectl apply f# ReplicationController X%, T4 H M imooc & H M KE demo 1)
namespace, KX SEE A H AT LA i H ¥ namespace 4 7.

kubectl apply -f nginx-rc.yaml -n imooc
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$ kubectl describe rc nginx -n imooc

Name: nginx

Namespace: imooc

Selector:  app=nginx

Labels: app=nginx

Annotations: kubectl.kubernetes.io/last-applied-configuration:
{"apiVersion":"v1","kind":"ReplicationController","

Replicas: 3 current / 3 desired

Pods Status: 3 Running / 0 Waiting / 0 Succeeded / 0 Failed

Pod Template:

metadata":{"annotations":{},"name":"nginx","namespace":"imooc"},"spec":{"replicas":3,"s

Labels: app=nginx
Containers:
nginx:
Image:  nginx
Port:  80/TCP
Host Port: O/TCP
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>

Volumes: <none>
Events:
Type Reason Age From Message

Normal SuccessfulCreate 3m43s replication-controller Created pod: nginx-g5pd!
Normal SuccessfulCreate 3m43s replication-controller Created pod: nginx-2gkhd
Normal SuccessfulCreate 3m43s replication-controller Created pod: nginx-xggxr
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e Replicas: F/nMAisERE+T A LA Pod BIATEIZLT, 3 current/ 3 desired FoxHHIZITH) Pod & 3 4, 4l
ZATMPod & 3 4>, & EH:

e Pods Status: Fr&E#EHiz1T Pod (R4 . 3 Running / 0 Waiting / 0 Succeeded / 0 Failed %7~ H AT 3 4
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o Events: events 7t Kubernetes /& 3F % EEIEE, FHEARA Kubernetes Xt L #H events 7B, FATEFIX
H[1) events i 7 =ANLL nginx 1F T4 44 (1) Pod.

AT LB kubectl get pods K FE — NiX4~ ReplicationController f1J% H K/ pod.

$ kubectl get pods -n imooc | grep nginx

nginx-2gkhd 11 Running 0 1
nginx-g5pd| 11 Running 0 4h30m
nginx-xggxr 11 Running 0 4h30m
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$ kubectl delete po nginx-2qgkhd -n imooc
pod "nginx-2gkhd" deleted

MRIGIATHET kubectl get pods KEFH — FiZiTIRASH Pod.

| rc kubectl get pods -n imooc | grep nginx
nginx-lctmn 11 Running 0 54s
nginx-g5pd| 11 Running 0 7h29m
nginx-xggxr 11 Running 0 7h29m
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Events:
Type Reason Age From Message

Normal SuccessfulCreate 2m12s replication-controller Created pod: nginx-lctmn
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$ kubectl delete rc nginx -n imooc
replicationcontroller "nginx" deleted

$ kubectl get rc -n imooc

No resources found in imooc namespace.
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2. ReplicaSet
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selector:
matchLabels:
component: redis
matchExpressions:
- {key: tier, operator: In, values: [cache]}
- {key: environment, operator: Notln, values: [dev]}

2.1 il ReplicaSet

F Replication Controller 25161, FAi161% ReplicaSet t H 7 #4545 —4 ReplicaSet % % 1) yaml SCAEEPT], Fifi2
— ol

apiVersion: apps/v1
kind: ReplicaSet
metadata:
name: frontend
labels:
app: guestbook
tier: frontend
spec:
replicas:
selector:
matchLabels:
tier: frontend
template:
metadata:

labels:

tier: frontend
Spec:

containers:

- name: nginx
image: nginx
ports:

- containerPort:
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi

AT LLFE 3 ReplicaSet 1) spec 1 Replication Controller JE#; 19344LL, FEALHE 1AMk
kind: f& & A ReplicaSet;
.spec.replicas: [FlI 21711 Pod [f &I AN 4L

.spec.selector: &4, ReplicaSet &AL S5 E 2800 Pod. EAX 4 H O A s Bk 1
Pod #1HAify \ 53 F2 1) 2 5 B (¥ pod..
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spec.selector, 75l Kubernetes M\ /&A% 1
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$ kubectl apply -f nginx-rs.yaml -n imooc
replicaset.apps/frontend created

RIGEATEL kubectl describe KB FRA16 2 Hi K (1) ReplicaSet, rs J& ReplicaSet [1)4i5

$ kubectl describe rs frontend -n imooc
Name: frontend
Namespace: imooc
Selector:  tier=frontend
Labels: app=guestbook
tier=frontend
Annotations: kubectl.kubernetes.io/last-applied-configuration:

"apiVersion":"apps/v1","kind":"ReplicaSet","metadata":{"annotations":{},"labels":{"app":"guestbook","tier":"frontend"},"name":"frontend",...
Replicas: 3 current/ 3 desired

Pods Status: 3 Running / 0 Waiting / 0 Succeeded / 0 Failed
Pod Template:
Labels: tier=frontend
Containers:
nginx:
Image:  nginx
Port:  80/TCP
Host Port: O/TCP
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>

Volumes: <none>
Events:
Type Reason Age From Message

Normal SuccessfulCreate 99s replicaset-controller Created pod: frontend-9kiqt
Normal SuccessfulCreate 99s replicaset-controller Created pod: frontend-tr696
Normal SuccessfulCreate 99s replicaset-controller Created pod: frontend-7h6rq

BATTLAEBET kubectl describe o~ 3k ReplicaSet AUFERS M AT K Replication Controller 35 (1214Lh. 1E
events (11513 BT RA T AT LAE BIGIE T =4 Pod (5. BRATEE— T Pod .

$ kubectl get pods -n imooc | grep frontend

frontend-7h6rq 11 Running 0 5m4s
frontend-9klqt 11 Running 0 5m4s
frontend-tr696 1/1  Running 0 5m4s

BATTLOK SR — Pod MHBR, SAJEEFGEA RN Pod #A&H K, [N #&%F ReplicaSet 1) event i H KA
281 b1 Replication Controller #1322 Pod ] event.

$ kubectl delete pods frontend-7h6rq -n imooc
pod "frontend-7h6érq" deleted

$ kubectl get pods -n imooc | grep frontend
frontend-9klqt 11 Running 0 9m34s
frontend-n9vsb 11 Running 0 79s
frontend-tr696 1/1  Running 0 9m34s

ReplicaSet #1141 event 41 .



Events:
Type Reason Age From Message

Normal SuccessfulCreate 10m replicaset-controller Created pod: frontend-9kiqgt
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L SR FRA 12 [F] i % ReplicaSet A1 Pod, N E#:1% 4 kubectl delete MHE&ENH] .

$ kubectl delete rs frontend -n imooc
replicaset.extensions "frontend" deleted

W RFAT R MR ReplicaSet, {HiZMLREE Pod, MPK kubectl delete 4 )G THNINS 4 —-cascade=false BJH],
2.4 ReplicaSet &= 2 1

AT LliEd &2 ReplicaSet #11) .spec.replicas FBERSLHLEATHI Pod MNEUMZARRR S|, FRATEHT 5 yaml X2
JE B8 kubectl apply EEHNH— FEIHAS,

ReplicaSet it 7] LAk 4 HorizontalPodAutoscaler (HSCHT LAIUAE/KF Pod 4ajitds, mILARIS A HPAY  SEAEH.
HAP 7T LL3E-F-CPURI A R EH 5){# 45 replication controller. deploymentfll replica set H' pod #&, (&7 CPU
FIFIZ) AT Bl 3T HoAth S A e SR 40 (0 B B8 ARcustom metrics. FIIALZIE T CPU A Sk fiftn M i 4 ) 7= 451,
4 CPU ff 1A F 50 AT B Bh 48 .

controllers/hpa-rs.yaml

autoscaling/v1
HorizontalPodAutoscaler

frontend-scaler

ReplicaSet
frontend

AT Kubernetes P RIFEA (1) 2 @I A4 %% :  Replication Controller 1 ReplicaSet. 52fr_FiX i fih £ g A 45
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