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1. Job

1.1iz47—4" Job Demo
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apiVersion: batch/v1
kind: Job
metadata:
name: pi
spec:
template:
spec:
containers:
- name: pi
image: perl

command: ["perl", "-Mbignum=bpi", "-wle", "print bpi(2000)"]
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
restartPolicy: Never

backoffLimit: 4

ERE, FRATIERM R kubect] apply Z:i24TiX4 Job, #RJEIT kubectl get TH — LML E A,

$ kubectl apply -f pi-job.yaml -n imooc
job.batch/pi created

$ kubectl get jobs -n imooc

NAME COMPLETIONS DURATION AGE
pi 01 20s 20s

FATATLLE 2 Job FRIME A5 B AL HE

e NAME: Job HJ4 %

e COMPLETIONS: =Z%5ek, F Job A REM & 2 A4, B Ui Task, Frllix 5 COMPLETIONS ff
FORFEIIE TERL) task B, A1 task S

o DURATION: Job [1E Mk RF42 ] ;

o AGE: Job iG], 55T DURATION Al AGE X 5, AT 20s H&— FalfeE H k.

$ kubect! get jobs -n imooc
NAME COMPLETIONS DURATION AGE
pi 11 44s 3m42s

W, W ERR, DURATION 4 task $ATHIIF(E], 1 AGE 4 Job f#iE N 8], Job $1iT57E /5 Job X RiLZAF
FEMH

GERH], WAVEEIET kubectl describe jobs BF — FiXA™ Job & 1T LKA AL EIWLL(E &



$ kubectl describe jobs pi -n imooc
Name: pi
Namespace:  imooc
Selector: controller-uid=63385de0-7da9-11ea-a328-00163e16aee6
Labels: controller-uid=63385de0-7da9-11ea-a328-00163e16aee6
job-name=pi
Annotations:  kubectl.kubernetes.io/last-applied-configuration:
{"apiVersion":"batch/v1","kind":"Job","metadata":{"annotations":{},"name":"pi","namespace":"imooc"},"spec":{"backoffLimit":4,"template"{"...
Parallelism: 1
Completions: 1
Start Time:  Tue, 14 Apr 2020 01:08:25 +0800
Completed At:  Tue, 14 Apr 2020 01:09:09 +0800
Duration: 44s
Pods Statuses: 0 Running/ 1 Succeeded / 0 Failed
Pod Template:
Labels: controller-uid=63385de0-7da9-11ea-a328-00163e16aee6
job-name=pi
Containers:
pi:
Image:  perl
Port: <none>
Host Port: <none>
Command:
perl
-Mbignum=bpi
-wle
print bpi(2000)
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>

Volumes: <none>
Events:
Type Reason Age From Message

Normal SuccessfulCreate 7m2s job-controller Created pod: pi-wsgmm

FHHIHT Job FEA (S rh AL

o HEAMGEE: B4, /7% (labels) . & (annotations) %%;

e Parallelism: J#47/E, XN /N0

o Completions: 5Epkf) Task M4

e Duration: Task 7T H#F&2] [A];

e Events: TEAHEAIHE Pod MHLHEE, B2y Pod 1E Kubernetes LA Z 8l Job HIHAAT fieJm 2 18
i Pod RiIZATH), X TRARGIEEF HIGEITER, FRATATLLER kubectl logs REFE Pod [ H .



$ kubectl logs pi-wsgmm -n imooc
3.141592653589793238462643383279502884 197 1693993751058209749445923078164062862089986280348253421170679821480865132823066470
938446095505822317253594081284811174502841027019385211055596446229489549303819644288109756659334461284756482337867831652712
019091456485669234603486104543266482133936072602491412737245870066063155881748815209209628292540917153643678925903600113305
305488204665213841469519415116094330572703657595919530921861173819326117931051185480744623799627495673518857527248912279381
830119491298336733624406566430860213949463952247371907021798609437027705392171762931767523846748184676694051320005681271452
635608277857713427577896091736371787214684409012249534301465495853710507922796892589235420199561121290219608640344 181598136
29774771309960518707211349999998372978049951059731732816096318595024459455346908302642522308253344685035261931188171010003 1
378387528865875332083814206171776691473035982534904287554687311595628638823537875937519577818577805321712268066130019278766
111959092164201989380952572010654858632788659361533818279682303019520353018529689957736225994138912497217752834791315155748
5724245415069595082953311686172785588907509838175463746493931925506040092770167 11390098488240128583616035637076601047101819
429555961989467678374494482553797747268471040475346462080466842590694912933136770289891521047521620569660240580381501935112
533824300355876402474964732639141992726042699227967823547816360093417216412199245863150302861829745557067498385054945885869
269956909272107975093029553211653449872027559602364806654991198818347977535663698074265425278625518184175746728909777727938
00081647060016145249192173217214772350141441973568548161361157352552133475741849468438523323907394 1433345477624 168625189835
694855620992192221842725502542568876717904946016534668049886272327917860857843838279679766814541009538837863609506800642251
25205117392984896084128488626945604241965285022210661186306744278622039194945047 1237 137869609563643719172874677646575739624
138908658326459958133904780275901

1.2 %5 Job Xt R Hiik
I8 A2 DL X /a7 58 Job ik e A B1E — T Job X 4 yaml SCAFEE 1 spec Wi 4n 5 .

apiVersion: batch/v1
kind: Job
metadata:
name: pi
spec:
template:
spec:
containers:
- name: pi
image: perl
command: ["perl", "-Mbignum=bpi", "-wle", "print bpi(2000)"
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
restartPolicy: Never
backoffLimit: 4

Job R AR 1 E AL

¢ apiVersion: batch/v1;

e kind: Job;

o metadata: [t name, labels %;
spec: F 5 EHMETE spec

o template: Mi—IHF B, Pod #itR, & XA Pod MI4'S—2, T AFE apiVersion Fl1 kind;
e selector: 7 Pod i&F4s, ERINEHRIAT,

FHFFAH—T Job HIFFATSE . Job W LAHIRIZAT = MR AL LSS, (5.

o EFATAES: — MBI T, R&Ezh—4 Pod, Pod BIh4E A% R Job IEH 5K 1 o
o A E completion ¥ H () 3£474E %5 : spec.completions & X Job Z/DE 52 Pod ¥4, Bl Job KR/



o B TAEBNFIIIEATAE S, @i S35 spec.parallelism 15 & —4 Job E4T 2t A % £ 7] LAJE 313iZ 4T () Pod

1.3 Job 45 A B

7 Job FERET, AT HEEBEESPATREEEHE, Job QLN Job Al Pod W R—MIE L T A4k H ZNEEE
FATATLLEIL A7 4 kubect! delete jobs SRIMIERIEE K Job, IXFE Job LALLM K] Pod #8 2 Ml -

1.4 Job H3EH

IRZAEOLT, Job S5 T 2 G HATRIIE W LG B, BN B I Job X R 2 ESME N Kubernetes () ApiServer
M F1. At B SiEELEE A Job We ?

B FEEH S RERE, i Crondob.

TTL: 5l TTL #4625, TTL /2 Time To Live MFHR, WMHLEAEIEN . REZ,F0E RSP A4 — D
TTL H15%. BFH TTL &HisdEw e, HFEEE Job [ spec FHINS4L tiSecondsAfterFinished B
A, EANSEE SURAE, H2& Job SR BEMAENT. FHZ2—MMNTIZSHM Job ZH TR
il

apiVersion: batch/iv1

kind: Job
metadata:
name: pi-with-ttl
spec:
ttISecondsAfterFinished:
template:
spec:
containers:
- name: pi
image: perl

command: ["perl", "-Mbignum=bpi", "-wle", "print bpi(2000)"]
restartPolicy: Never

2. CronJob

£ IEF A48 Kubernetes ] Crondob Z i, FAT5E/M—F Linux R4 Crontab, Xt Linux 24 & (1) [7) 2415 2 &6 8 H
ik, M E 22, Crontab AT LA R & & KA1 I %5 . Crontab & FHdr 20T -

crontab [-u username]
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- (FIHAESR)
-r (MBRAES5 )
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N LA B AR ST

BT BHHRIAAT — I jobs

/N5 3 FNEE 30 43 BliAT— X job.
3,15 ** *job

7E B/ 8 AF] 11 AR 3 HIEE 15 S B HAT—IX job.
315811 * * job

BERRPIR M L7 8 mi B 11 fU1%5E 3 A5 15 2 BliAT— K job,
315811 %/2* * job

2.1 tJ& CronJob

THIERXIFE/ 4 Kubernetes ) CronJob API. CronJob #iI Linux f) Crontab FE#244el, R ARiE CronJob f)E
PEATSS AT 24 Kubernetes £EREM & /Y, 1M Crontab $HUTHMTES IR € —4 Linux HlEs . FATEE 1
CronJob 714 .

batch/vibeta1
CronJob

cronjob-demo

e[ ® kA

busybox
busybox

/bin/sh

c

date; echo Hello from the Kubernetes cluster
OnFailure

XA CronJob it & IE T w5, FERE 2 2P H 24wl i [RLF1— 8 SCAR(E B “Hello from the Kubernetes cluster”.
NERATEE— T REE SR

(1 kubectl apply -f cronjob-demo.yaml
cronjob.batch/cronjob-demo created

AIHAD API %% —8E, A8 kubect! get cronjob kA E FATRINIEEZ ) CronJob.



1 kubectl get cronjob

NAME SCHEDULE SUSPEND ACTIVE LAST SCHEDULE AGE
cronjob-demo */2**** False 0 <none> 39s

{1 kubectl get cronjob

NAME SCHEDULE SUSPEND ACTIVE LAST SCHEDULE AGE
cronjob-demo */2**** False 1 64s 2m3s

H—IREEHIRETT LB S| LAST SCHEDULE FBtA <none> FtE RNIEH M HEE,

BB b U L ] .
THEBEAIEEE kubectl describe cronjob K2 F — T CronJob fHIHIZH1E B

[1 kubectl describe cronjob cronjob-demo

AALL

Name: cronjob-demo

Namespace: default

Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:
"apiVersion":"batch/v1beta1","kind":"CronJob","metadata":{"annotations":{},"name":"cronjob-demo","namespace":"default"},"s pec":{"j

obTempl...

Schedule: 2

Concurrency Policy: Allow

Suspend: False

Successful Job History Limit: 3
Failed Job History Limit: 1
Starting Deadline Seconds:  <unset>
Selector: <unset>
Parallelism: <unset>
Completions: <unset>
Pod Template:
Labels: <none>
Containers:
busybox:
Image:  busybox
Port: <none>
Host Port: <none>
Args:
/bin/sh
-Cc
date; echo Hello from the Kubernetes cluster
Environment:  <none>
Mounts: <none>
Volumes: <none>
Last Schedule Time: Sat, 23 May 2020 15:46:00 +0800
Active Jobs: cronjob-demo-1590219720, cronjob-demo-1590219840, cronjob-demo-1590219960
Events:
Type Reason Age From Message

Normal SuccessfulCreate 4m33s cronjob-controller Created job cronjob-demo-1590219720
Normal SuccessfulCreate 2m33s cronjob-controller Created job cronjob-demo-1590219840
Normal SuccessfulCreate 33s cronjob-controller Created job cronjob-demo-1590219960

FATAT LAZE Events HE 2IEERE 7204, Crondob i & mtex il sk — A8 Job.
2.2 il CronJob

B Crondob Ff g Hodth %2 Y2440

[ kubectl delete cronjob cronjob-demo
cronjob.batch "cronjob-demo” deleted

2.3 Spec it #



CronJob ) BE i SCF4h 5 224
apiVersion: batch/vibeta1

kind: cronjob

o

metadata: —0(E S, L name 2 251
spec: CronJob (1) B A5 B AR/E spec 3

e schedule: FZ5ns, %M Linux 1) Cron AriE

o jobTemplate: {T%#iti, 1 Job API (kw4 —F, HAL > —1 apiVersion F1 kind 415 &

« startingDeadlineSeconds: Wik, TS WIHRHTHMEF S 7L ], FFAR1ZAT 55 Ik b JE]
R Er. o 7AUERTE, Crondob Mt AN HIREAESS 1) RIMUES WS NRMUES . R ZIEA -
W, IR LRSS SR B JE IR .

 concurrencyPolicy: ik, & ARSHATIN KA ESWEALTE, SCHRF N =07

o Allow: RVFIHRALEIAT. BINIETUA Allow.
o Forbid: ANRVFIERAES AT, Bt i B FAT 55 BT R 7 1% FESERE $AT5E, WA
SPITHHIES . ZRME AT LB N R B, HinZAMESS A $E — N L= YR ] B

-
 Replace: UIAHHESS IIPATIN [E] 2] 1 IMTEAESSBA AT, Crondob 2 FIHT AR S5 & e M AT IEAE 12
1T IAESS

e suspend: Wi, WUIRWEN true, JEERAEMPITHEGEHEE. X NREN CEIFIRIIPATAEIEM .
ERINT o

successfulJobsHistoryLimit: mli%, FRxZ/DHATERIES 2R, BIMES 3.

failedJobHistoryLimit: 7k, FIoRZDHATRMES SWARE, BOMEDA 1. A IR R B HAT RIGIAE
S50 T A THER AT 55 R SR R L A

3. pask

Ah =

AR EAAT Kubernetes F it # i Job Al Crondob. R4 Kubernetes i3 E 5 %52 Long-Running
IREF, fE R Sl AL 3R B2 75 220, PendkA Job EWIAAMIAEE, id Crondob 2:5E G4
T I R B YR S5
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