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apiVersion: v1
kind: Service
metadata:
name: nginx
labels:
app: nginx
spec:
ports:
- port: 80
name: web
clusterlP: None
selector:
app: nginx
apiVersion: apps/v1
kind: StatefulSet
metadata:
name: web
spec:
selector:
matchLabels:

app: nginx

serviceName: "nginx"
replicas: 3
template:

metadata:

labels:
app: nginx

spec:

terminationGracePeriodSeconds: 10

containers:

- name: nginx
image: nginx:1.9.1
ports:

- containerPort: 80
name: web
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
volumeMounts:
- name: www
mountPath: /usr/share/nginx/html
volumeClaimTemplates:
- metadata:
name: Www
spec:

accessModes: [ "ReadWriteOnce" |

storageClassName: "alicloud-disk-efficiency"

resources:
requests:
storage: 1Gi
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B 5, FALEL kubectl get REFH A E 1 StatefulSet.

[ kubectl get statefulset -n imooc
NAME READY AGE
web 3/3 7s

SRIGIRAFEL kubect! describe KA — T StatefulSet [ 4= B .

(1 kubectl describe statefulset web -n imooc

Name: web

Namespace: imooc

CreationTimestamp: Sun, 24 May 2020 22:15:29 +0800
Selector: app=nginx

Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:

"apiVersion":"apps/v1","kind":"StatefulSet","metadata":{"annotations":{},"name":"web","namespace":"imooc"},"spec":{"replicas":3,"selector.

Replicas: 3 desired | 3 total
Update Strategy: RollingUpdate
Partition: 824642172956
Pods Status: 3 Running / 0 Waiting / 0 Succeeded / 0 Failed
Pod Template:
Labels: app=nginx
Containers:
nginx:
Image:  nginx:1.9.1
Port:  80/TCP
Host Port: O/TCP
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>
Volumes: <none>
Volume Claims: <none>
Events:
Type Reason Age From Message

Normal SuccessfulCreate 46m statefulset-controller create Pod web-0 in StatefulSet web successful
Normal SuccessfulCreate 46m statefulset-controller create Pod web-1 in StatefulSet web successful
Normal SuccessfulCreate 46m statefulset-controller create Pod web-2 in StatefulSet web successful
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[ statefulset kubectl get pods -n imooc -o wide | grep web

web-0 11 Running 0 50m 10.1.2.34 cn-beijing.172.16.60.187 <none> <none>
web-1 11 Running 0 50m 10.1.2.35 cn-beijing.172.16.60.187 <none> <none>
web-2 11 Running 0 50m 10.1.1.155 cn-beijing.172.16.60.188 <none> <none>
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kubectl get pods -n imooc -o wide | grep web

web-0 11 Running 0 53m 10.1.2.34 cn-beijing.172.16.60.187 <none> <none>
web-1 11 Running 0 3s 10.1.2.162 cn-beijing.172.16.60.186 <none> <none>
web-2 11 Running 0 53m 10.1.1.155 cn-beijing.172.16.60.188 <none> <none>
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/'$ nslookup nginx

Name:  nginx

Address 1: 10.1.2.34 web-0.nginx.imooc.svc.cluster.local
Address 2: 10.1.1.155 web-2.nginx.imooc.svc.cluster.local
Address 3: 10.1.2.162 web-1.nginx.imooc.svc.cluster.local
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1 kubectl describe pods web-0 -n imooc
Name: web-0
Namespace:  imooc

Priority: 0

Node: cn-beijing.172.16.60.187/172.16.60.187
Start Time:  Sun, 24 May 2020 22:15:29 +0800
Labels: app=nginx

controller-revision-hash=web-5d5bd68b9b
statefulset.kubernetes.io/pod-name=web-0
Annotations: <none>

Status: Running

IP: 10.1.2.34

IPs: <none>
Controlled By: StatefulSet/web
Containers:

nginx:

Container ID:  docker://70764fed63d5305e7a0c85f430f774171f2d0e350c5945aa71477e2cde8ad5e2

Image: nginx:1.9.1

Image ID: docker-pullable://nginx@sha256:2f68b99bc0d6d25d0c56876b924ec204 18544ff28e1fb89a4c27679a40da811b
Port: 80/TCP
Host Port:  O/TCP
State: Running
Started:  Sun, 24 May 2020 22:15:30 +0800
Ready: True
Restart Count: 0
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts:
Ivar/run/secrets/kubernetes.io/serviceaccount from default-token-84db9 (ro
Conditions:
Type Status
Initialized True
Ready True
ContainersReady True
PodScheduled  True
Volumes:
default-token-84db9:
Type: Secret (a volume populated by a Secret
SecretName: default-token-84db9
Optional:
QoS Class: Guaranteed
Node-Selectors: <none>
Tolerations:  node.kubernetes.io/not-ready:NoExecute for 300s
node.kubernetes.io/unreachable:NoExecute for 300s
Events: <none>
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