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你好，我是黄申。

之前和你聊了概率在朴素贝叶斯分类算法中的应用。其实，概率在很多像信息论这样的应用

数学领域都有广泛的应用。信息论最初就是运用概率和统计的方法，来研究信息传递的。最

近几十年，人们逐步开始使用信息论的概念和思想，来描述机器学习领域中的概率分布，并

衡量概率分布之间的相似性。随之而来的是，人们发明了不少相关的机器学习算法。所以接

下来的几节，我来介绍一些基于信息论知识的内容。

信息论的概念比较枯燥，为了让你更轻松地学习，让我从一个生动的案例开始。最近我在朋

友圈看到一个小游戏，叫“测一测你是金庸笔下的哪个人物？”。玩这个游戏的步骤是，先

做几道题，然后根据你的答案，生成对应的结果。下面是我几位朋友答题之后得到的结果。
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这种测试挺好玩的，而且好像有很多类似的，比如测星座啊、测运势啊等等。那你知道这种

心理或者性格测试的题目是怎么设计的吗？

通常，这种心理测试会有一个题库，包含了许多小题目，也就是从不同的方面，来测试人的

性格。不过，针对特定的测试目标，我们可能没必要让被测者回答所有的问题。那么，问卷

设计者应该如何选择合适的题目，才能在读者回答尽量少的问题的同时，相对准确地测出自



己是什么“性格”呢？这里，我们就需要引入基于概率分布的信息熵的概念，来解决这个问

题。

什么是信息熵？

我还是拿刚刚那个“测测你是哪个武侠人物”的小游戏举例子。我设计了一个测试题，你可

以看看下面这个图表。这个表里一共有 10 个人物。每个人物都有性别、智商、情商、侠义

和个性共 5 个属性。相应地，我会设计 5 道题目分别测试这 5 个属性所占的比例。最后，

将测出的 5 个属性和答案中的武侠人物对照，就可以找到最接近的答案，也就是被测者对

应的武侠人物。

这个过程非常简单，你应该很容易就能理解。在这个设计过程中，起决定性作用的环节其实

就是，如何设计这 5 道题目。比如，题目的先后顺序会不会直接影响要回答问题的数量？

每个问题在人物划分上，是否有着不同的区分能力？这些都是信息熵要解决的问题。

我们先来看，这里的区分能力指的是什么呢？每一个问题都会将被测试者划分为不同的人物

分组。如果某个问题将属于不同人物分组的被测者，尽可能地划分到了相应的分组，那么我

们认为这个问题的区分能力较强。相反，如果某个问题无法将属于不同人物分组的被测者划

分开来，那么我们认为这个问题的区分能力较弱。为了帮你进一步理解，我们先来比较一

下“性别”和“智商”这两个属性。



首先，性别属性将武侠人物平均地划分为一半一半，也就是说“男”和“女”出现的先验概

率是各 50%。如果我们假设被测试的人群，其男女性别的概率分布也是 50% 和 50%，那

么关于性别的测试题，就能将被测者的群体大致等分。

我们再来看智商属性。我们也将武侠人物划分为 2 个小集合，不过“智商高”的先验概率

是 80%，而“智商中等”的先验概率只有 20%。同样，我们假设被测试的人群，其智商的

概率分布也是类似地，那么经过关于智商的测试题之后，仍然有 80% 左右的不同人物还是



属于同一个集合，并没有被区分开来。因此，我们可以认为关于“智商”的测试题，在对人

物进行分组这个问题上，其能力要弱于“性别”的测试题。

上述这些是不是都很简单？这些都是我们按照感觉，或者说经验来划分的。现在，我们试着

用两个科学的度量指标，信息熵（Entropy）和信息增益（Information Gain），来衡量每

道题目的区分能力。

首先，怎么来理解信息熵呢？信息熵，我们通常简称为熵，其实就是用来刻画给定集合的纯

净度的一个指标。你可能要问了，那纯净度是啥呢？我举个例子给你解释一下。比如说，一

个集合里的元素全部是属于同一个分组，这个时候就表示最纯净，我们就说熵为 0；如果这

个集合里的元素是来自不同的分组，那么熵是大于 0 的值。其具体的计算公式如下：

其中，  表示集合中分组的数量，  表示属于第  个分组的元素在集合中出现的概率。

你可能要问了，这个公式是怎么来的呢？想要解释这个，我们还要从信息量说起。熵的公式

是用来计算某个随机变量的信息量之期望，而信息量是信息论中的一个度量，简单来说就

是，当我们观察到某个随机变量的具体值时，接收到了多少信息。而我们接收到的信息量跟

发生事件的概率有关。事情发生的概率越大，产生的信息量越小；事情发生的概率越小，产

生的信息量越大。

因此，我们想要设计一个能够描述信息量的函数，就要同时考虑到下面这三个特点：

n pi i

信息量应该为正数；

一个事件的信息量和它发生的概率成反比；

 与  的对数有关。其中  表示  的信息量，  表示  出现的概

率。假设有两个不相关的事件  和 ，我们观察到这两个事件同时发生时获得的信息

量，应该等于这两个事件各自发生时获得的信息量之和，用公式表达出来就是 

。之前我们说过，如果  是两个不相关的事件，那么就

有 。

H(x) P(x) H(x) x P(x) x
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H(x, y) = H(x) + H(y) x，y

P(x, y) = P(x) ∗ P(y)



依照上述这三点，我们可以设计出信息量公式： 。函数 log 的使

用是体现了  和  的对数关系（我们可以使用其他大于 1 的数字作为对数的底，

我这里使用 2 只是约定俗成。而最开始的负号是为了保证信息量为正）。这个公式可以量

化随机变量某种取值时，所产生的信息量。最后，加上计算随机变量不同可能性所产生的信

息量之期望，我们就得到了熵的公式。

从集合和分组的角度来说，如果一个集合里的元素趋向于落在同一分组里，那么告诉你某个

元素属于哪个分组的信息量就越小，整个集合的熵也越小，换句话说，整个集合就越“纯

净”。相反，如果一个集合里的元素趋向于分散在不同分组里，那么告诉你某个元素属于哪

个分组的信息量就越大，整个集合的熵也越大，换句话说，整个集合就越“混乱”。

为了帮你理解运用，这里我再举几个例子帮助你更好地消化这个公式。我们首先来看一个集

合，它只包含了来自 A 组的元素。

那么集合中分组的数量  为 1，A 分组的元素在集合中出现的概率为 100%，所以这个集

合的熵为 -100%*log(100%, 2) = 0。

H(x) = −log(P(x), 2)

H(x) P(x)

n



我们再来看另一个集合，它只包含了来自 A 组和 B 组的元素，其中 A、B 两组元素数量一

样多，各占一半。

那么集合中分组的数量  为 2，A 和 B 分组的元素在集合中出现的概率各为 50%，所以这

个集合的熵为 2*(-50%*log(50%, 2)) = 1，高于刚才那个集合。

从上述两个集合的对比可以看出，一个集合中所包含的分组越多、元素在这些分组里分布得

越均匀，熵值也越大。而熵值表示了纯净的程度，或者从相反的角度来说，是混乱的程度。

好了，你已经知道单个集合的熵是如何计算的了。那么，如果将一个集合划分成多个更小的

集合之后，又该如何根据这些小集合，来计算整体的熵呢？之前我们提到了信息量和熵具有

加和的性质，所以对于包含多个集合的更大集合，它的信息量期望值是可以通过每个小集合

的信息量期望值来推算的。具体来说，我们可以使用如下公式：

n



其中，  表示一种划分，  表示划分后其中某个小集合，  表示某个小集

合的熵， 而  表示某个小集合出现的概率。所以这个公式其实就表示，对于多个小集合

而言，其整体的熵等于各个小集合之熵的加权平均。而每个小集合的权重是其在整体中出现

的概率。

我用个例子进一步解释这个公式。假设 A、B、C 三个集合是一个大的整体，我们现在将 C

组的元素和 A、B 组分开。

根据之前单个集合的熵计算，A 和 B 组元素所组成的小集合，它的熵是 1。而 C 组没有和

其他组混合，所形成的小集合其熵为 0。在计算前两个小集合的整体熵时，A 组和 B 组形

成的集合出现的概率为 ，而 C 组形成的集合出现概率为 ，所有整体熵 

。

什么是信息增益？

如果我们将划分前后的整体熵做个对比，你会发现划分后的整体熵要小于划分之前的整体

熵。这是因为每次划分，都可能将不同分组的元素区分开来，降低划分后每个小集合的混乱
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程度，也就是降低它们的熵。我们将划分后整体熵的下降，称为信息增益（Information

Gain）。如果划分后整体熵下降的越多，信息增益就越大。我列出公式便于你的理解。

其中 T 表示当前选择的特征，  表示选择特征  之前的熵，  表

示特征  取值为  分组的熵。减号后面的部分表示选择 T 做决策之后，各种取值加权平均

后整体的熵。

 表示两个熵值之差，越大表示信息增益越多，应该选择这维特征 。

我们把这个概念放到咱们的小游戏里就是，如果一个测试问题能够将来自不同分组的人物尽

量的分开，也就是该划分对应的信息增益越高，那么我们就认为其区分能力越高，提供的信

息含量也越多。好，说到这里，让我们从游戏的最开始出发，比较一下有关性别和智商的两

个测试题。

在提出任何问题之前，我们无法知道被测者属于哪位武侠人物，因此所有被测者属于同一个

集合。假设被测者的概率分布和这 10 位武侠人物的先验概率分布相同，那么被测者集合的

熵为 10*(-1 * 0.1 * log(0.1, 2))=3.32。

通过性别的测试问题对人物进行划分后，我们得到了两个更小的集合，每个小集合都包含 5

种不同的人物分组，因此每个小集合的熵是 (-1 * 5 * 0.2 * log(0.2, 2)) = 2.32，两个小集

合的整体熵是 0.5 * 2.32 + 0.5 * 2.32 = 2.32。因此使用性格的测试题后，信息增益是

3.32 - 2.32 = 1。

而通过智商的测试问题对人物分组后，我们也得到了两个小集合，一个包含了 8 种人物，

另一个包含了 2 种人物。包含 8 种人物的小集合其熵是 (-1* 8 * 0.125 * log(0.125, 2)) =

3，包含 2 种人物的小集合其熵是 (-1* 2 * 0.5 * log(0.5, 2)) = 1。两个小集合的整体熵是

0.8 * 3 + 0.2 * 1 = 2.6。因此使用智商的测试题后，信息增益是 3.32 - 2.6 = 0.72，低于

基于性别的测试。所以，我们可以得出结论，有关性别的测试题比有关智商的测试题更具有

区分能力。

信息增益和信息熵是紧密相关的。如果说信息熵衡量了某个状态下，每个分组的纯净程度或

者说混乱程度，那么信息增益就是比较了不同状态下，信息熵的差异程度。

Entropy§ T Entropy( )Pv

T v

Gain(P , T ) T



总结

这一讲中，我们从一个有趣的人物性格测试开始，探讨了如何高效率地进行问卷调查。其中

主要包含了两个要点：信息熵和信息增益。熵的计算是基于集合内各组元素分布的概率来进

行的。而信息增益是集合划分前后整体熵的差值。对某个集合进行划分，都会将其中元素细

分到更小的集合，而每个细分的集合纯净度就会提高，整体熵就会下降，其中下降的部分就

是信息增益。

了解信息熵和信息增益的定义之后，我们可以用它们来安排测试问题的先后顺序。其核心的

思路是，利用信息增益找出区分力最强的测试题。如果一道测试题可以将来自不同分组的元

素分隔开来，那么就说它是有区分力的。如果分隔后，每个细分的集合其熵越趋近于 0，那

么我们说这个测试题的区分力越强。

思考题

假设一个集合包含了 64 个元素，而每个元素的分类都互不相同，那么这个集合的信息熵是

多少？仔细观察一下你所计算的结果，和二进制有没有什么联系？

欢迎留言和我分享，也欢迎你在留言区写下今天的学习笔记。你可以点击“请朋友读”，把

今天的内容分享给你的好友，和他一起精进。
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qinggeouy...
2019-03-06

 6

1、事件发生的概率 P(x) 越小，包含的信息量 H(x) 越大； 
2、两个不相关的事件 x 、y，同时发生的信息量 H(x,y) 等于这两个事件分别发生时的信息
量 H(x) 、H(y) 之和； 
3、信息熵 Entropy(x) 是信息量 H(x) 的加权平均，即信息量的期望； 
4、信息增益等于集合元素划分前的信息熵减去划分后的信息熵；划分后的信息熵等于各…
展开

作者回复: 理解正确

拉欧
2019-02-13

 3

2的6次方是64，所以是6

展开

作者回复: 正确

蒋宏伟
2019-02-20

 2

信息熵是衡量信息简单、纯净或复杂、混乱的标尺。人类必须将事务抽象为信息才能进行
理解。事物的信息熵越小越容易理解，越大越难理解。 
写好代码的本质，就是降低程序信息熵 
。作用域、模块、组件、微服务、文档、注释是在不同的纬度，降低信息熵的工具。

精选留言 (8)  写留言



展开

作者回复: 这是个很新颖的角度来理解信息熵

zhengnach...
2019-03-23



如果只是为了增加增益，其实可以细分到最小，但是实际上应该是要考虑其他维度的吧，
例如分组的次数，即在固定次数下的最大增益。 
另外，有点疑惑，假设为了获得最大增益，n个元素分为n组，是不是表示就需要有n个条
件能一次进行区分。以开始的人物区分为例，这个条件应该怎么给呢，是不是要重新设计
独有的特征。

展开

作者回复: 如果决策树是用于分类的，没有必要细分到每一个样本，我们只需要确保划分后，每一

组里所有的样本都属于同一个分类，那么就很完美了。如果细分到每个样本，就是过拟合了。

mickey
2019-02-21



信息熵的公式是H(x)=−log(P(x),2) 
文中熵为 -100%*log(100%, 2) = 0 
请问第一个 100% 怎么来的？少了一个 P（x）吧。

展开

作者回复: H(x)=−log(P(x),2)，这里是指单个变量取值时候获得的信息量

acheng
2019-02-21



信息熵的另一个别名：信息的不确定性。

展开

刘杰
2019-02-20





这个是我读过最好的信息论概念的解释！

展开

作者回复: 感谢支持，后面我会继续努力深入浅出

蒋宏伟
2019-02-20



信息熵是衡量信息简单或复杂的标尺。你要想理解什么东西，必须先将其抽象为信息。事
物的信息熵越小你越容易理解，越大越难理解。 
写好代码的本质，就是降低程序的信息熵。作用域、模块、组件、微服务、注释、文档是
在不同纬度降低信息熵的工具。

展开


