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你好，我是黄申。

前两节，我讲了向量空间模型，以及如何在信息检索领域中运用向量空间模型。向量空间模

型提供了衡量向量之间的距离或者相似度的机制，而这种机制可以衡量查询和被查询数据之

间的相似程度，而对于文本检索来说，查询和文档之间的相似程度可作为文档的相关性。

实际上，除了文档的相关性，距离或者相似度还可以用在机器学习的算法中。今天，我们就

来聊聊如何在聚类算法中使用向量空间模型，并最终实现过滤重复文章。

聚类算法
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在概率统计模块中，我们介绍了分类（Classification/Categorization）和回归

（Regression）这两种监督式学习（Supervised Learning）。监督式学习通过训练资料学

习并建立一个模型，并依此模型对新的实例进行预测。

不过，在实际场景中，我们常常会遇到另一种更为复杂的情况。这时候不存在任何关于样本

的先验知识，而是需要机器在没人指导的情形下，去将很多东西进行归类。由于缺乏训练样

本，这种学习被称为“非监督学习”（Unsupervised Learning），也就是我们通常所说的

聚类（Clustering）。在这种学习体系中，系统必须通过一种有效的方法发现样本的内在相

似性，并把数据对象以群组（Cluster）的形式进行划分。

谈到相似性，你可能已经想到了利用特征向量和向量空间模型，这确实是可行的方法。不

过，为了让你全面了解在整个非监督式学习中，如何运用向量空间，让我先从一个具体的聚

类算法开始。

这个算法的名称是 K 均值（K-Means）聚类算法，它让我们可以在一个任意多的数据上，

得到一个事先定好群组数量（K）的聚类结果。这种算法的中心思想是：尽量最大化总的群

组内相似度，同时尽量最小化群组之间的相似度。群组内或群组间的相似度，是通过各个成

员和群组质心相比较来确定的。想法很简单，但是在样本数量达到一定规模后，希望通过排

列组合所有的群组划分，来找到最大总群组内的相似度几乎是不可能的。于是人们提出如下

的求近似解的方法。

1. 从 N 个数据对象中随机选取 k 个对象作为质心，这里每个群组的质心定义是，群组内所

有成员对象的平均值。因为是第一轮，所以第 i 个群组的质心就是第 i 个对象，而且这时

候我们只有这一个组员。

2. 对剩余的对象，测量它和每个质心的相似度，并把它归到最近的质心所属的群组。这里

我们可以说距离，也可以说相似度，只是两者呈现反比关系。

3. 重新计算已经得到的各个群组的质心。这里质心的计算是关键，如果使用特征向量来表

示的数据对象，那么最基本的方法是取群组内成员的特征向量，将它们的平均值作为质

心的向量表示。

4. 迭代上面的第 2 步和第 3 步，直至新的质心与原质心相等或相差之值小于指定阈值，算

法结束。

我以二维空间为例子，画张图来展示一下数据对象聚类的过程。



在这张图中，( a )、( b )、( c ) 三步分别展示了质心和群组逐步调整的过称。我们一一来

看。(a) 步骤是选择初始质心，质心用不同颜色的 x 表示；( b ) 步骤开始进行聚类，把点分

配到最近的质心所在的组；( c ) 步骤重新计算每个群组的质心，你会发现 x 的位置发生了

改变。之后就是如此重复，进入下一轮聚类。

总的来说，K 均值算法是通过不断迭代、调整 K 个聚类质心的算法。而质心或者群组的中

心点，是通过求群组所包含的成员之平均值来计算的。

使用向量空间进行聚类

明白了 K 均值聚类算法的核心思想，再来理解向量空间模型在其中的运用就不难了。我还

是以文本聚类为例，讲讲如何使用向量空间模型和聚类算法，去除重复的新闻。

我们在看新闻的时候，一般都希望不断看到新的内容。可是，由于现在的报道渠道非常丰

富，经常会出现热点新闻霸占版面的情况。假如我们不想总是看到重复的新闻，应该怎么办

呢？有一种做法就是对新闻进行聚类，那么内容非常类似的文章就会被聚到同一个分组，然

后对每个分组我们只选择 1 到 2 篇显示就够了。

基本思路确定后，我们可以把整个方法分为三个主要步骤。

第一步，把文档集合都转换成向量的形式。这块我上一节讲过了，你要是不记得了，可以自

己回去复习一下。

第二步，使用 K 均值算法对文档集合进行聚类。这个算法的关键是如何确定数据对象和分

组质心之间的相似度。针对这点，我们有两个点需要关注。



其中，  表示向量的第 i 个分量，  表示第 j 格向量的第  个分量，而 

表示属于某个分组的所有向量。

第三步，在每个分类中，选出和质心最接近的几篇文章作为代表。而其他的文章作为冗余的

内容过滤掉。

下面，我使用 Python 里的 sklearn 库，来展示使用欧氏距离的 K 均值算法。

Python 中的 K 均值算法

在尝试下面的代码之前，你需要看看自己的机器上是不是已经安装了 scikit-learn。Scikit-

learn 是 Python 常用的机器学习库，它提供了大量的机器学习算法的实现和相关的文档，

甚至还内置了一些公开数据集，是我们实践机器学习算法的好帮手。

首先，我使用 sklearn 库中的 CountVectorizer，对一个测试的文档集合构建特征，也就

是词典。这个测试集合有 7 句话，2 句关于篮球，2 句关于电影，还有 3 句关于游戏。具

体代码如下：

使用向量空间中的距离或者夹角余弦度量，计算两个向量的相似度。

计算质心的向量。K 均值里，质心是分组里成员的平均值。所以，我们需要求分组里所有

文档向量的平均值。求法非常直观，就是分别为每维分量求平均值，我把具体的计算公式

列在这里：

xi xij i j = 1, 2, … , n
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from sklearn.feature_extraction.text import CountVectorizer
 
# 模拟文档集合

corpus = ['I like great basketball game',
          'This video game is the best action game I have ever played',
          'I really really like basketball',
          'How about this movie? Is the plot great?',
          'Do you like RPG game?',
          'You can try this FPS game',
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从运行的结果中，你可以看到，整个词典里包含了哪些词，以及每个词在每个文档里的词

频。

这里，我们希望使用比词频 tf 更好的 tf-idf 机制，TfidfTransformer 可以帮助我们做到这

点，代码和注释如下：

运行的结果展示了每个文档中，每个词的 tfidf 权重，你可以自己手动验算一下。
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          'The movie is really great, so great! I enjoy the plot']
 
# 把文本中的词语转换为词典和相应的向量

vectorizer = CountVectorizer()
vectors = vectorizer.fit_transform(corpus)
 
# 输出所有的词条（所有维度的特征）

print('所有的词条（所有维度的特征）')
print(vectorizer.get_feature_names())
print('\n')
 
# 输出 (文章 ID, 词条 ID) 词频

print('(文章 ID, 词条 ID) 词频')
print(vectors)
print('\n')
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from sklearn.feature_extraction.text import TfidfTransformer
 
# 构建 tfidf 的值

transformer = TfidfTransformer()
tfidf = transformer.fit_transform(vectorizer.fit_transform(corpus))
 
# 输出每个文档的向量

tfidf_array = tfidf.toarray()
words = vectorizer.get_feature_names()
 
for i in range(len(tfidf_array)):
    print ("********* 第 ", i + 1, " 个文档中，所有词语的 tf-idf*********")
    # 输出向量中每个维度的取值

    for j in range(len(words)):
        print(words[j], ' ', tfidf_array[i][j])
    print('\n')
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最后，我们就可以进行 K 均值聚类了。由于有篮球、电影和游戏 3 个类别，我选择的 K 是

3，并在 KMeans 的构造函数中设置 n_clusters 为 3。

为了帮助你的理解，我输出了每个群组的质心，也就是其中成员向量的平均值。最后，我也

输出了 3 个群组中所包含的句子。在我机器上的运行结果显示，系统可以把属于 3 个话题

的句子区分开来。如下所示：

不过，由于 KMeans 具体的实现可能不一样，而且初始质心的选择也有一定随机性，所以

你看到的结果可能稍有不同。
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from sklearn.cluster import KMeans
 
# 进行聚类，在我这个版本里默认使用的是欧氏距离

clusters = KMeans(n_clusters=3)
s = clusters.fit(tfidf_array)
 
# 输出所有质心点，可以看到质心点的向量是组内成员向量的平均值

print('所有质心点的向量')
print(clusters.cluster_centers_)
print('\n')
 
# 输出每个文档所属的分组

print('每个文档所属的分组')
print(clusters.labels_)
 
# 输出每个分组内的文档

dict = {}
for i in range(len(clusters.labels_)):
    label = clusters.labels_[i]
    if label not in dict.keys():
        dict[label] = []
        dict[label].append(corpus[i])
    else:
        dict[label].append(corpus[i])
print(dict)
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1 {2: ['I like great basketball game', 'I really really like basketball'], 0: ['This video
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总结

这一节，我介绍了如何在机器学习的聚类算法中，使用向量空间模型。在聚类中，数据对象

之间的相似度时很关键的。如果我们把样本转换为向量，然后使用向量空间中的距离或者夹

角余弦，就很自然的能获得这种相似度，所以向量空间模型和聚类算法可以很容易的结合在

一起。

为了给你加深印象，我介绍了一个具体的 K 均值算法，以及向量空间模型在其中所起到的

作用，并通过 Python 的 sklearn 代码演示了几个关键的步骤。

向量空间模型和 K 均值算法的结合，虽然简单易懂，但是一开始怎样选择这个群组的数

量，是个关键问题。我今天演示的测试数据很小，而且主题划分的也非常明显。所以我选择

聚类的数量为 3。

可是在实际项目中，对于一个新的数据集合，选择多少比较合适呢？如果这个 K 值取得太

小，群组可能切分太细，每个之间区别不大。如果 K 值取得太大，群组的粒度又太粗，造

成群组内差异比较明显。对非监督式的学习来说，这个参数确实难以得到准确预估。我们可

以事先在一个较小的数据集合上进行尝试，然后根据结果和应用场景确定一个经验值。

思考题

今天我使用的是 sklearn 里的 KMeans 包，它使用了向量间的欧氏距离来进行聚类。你可

以尝试实现自己的 K 均值聚类，并使用向量间的夹角余弦作为相似度的度量。

欢迎留言和我分享，也欢迎你在留言区写下今天的学习笔记。你可以点击“请朋友读”，把

今天的内容分享给你的好友，和他一起精进。
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mickey
2019-03-08
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# encoding=utf-8 
from sklearn.feature_extraction.text import CountVectorizer 
 
#模拟文档集合 
corpus = ['I like great basketball game', …
展开

作者回复: 尝试了不同的方法👍

精选留言 (6)  写留言



Joe
2019-03-15
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def customKmeans(vec_array, n_clusters=3, epochs=50): 
    ''' 
    @description: 手动实现kmeans，以向量间的夹角余弦作为相似度 
                 根据上述tf-idf得到的7条文本向量tfidf_array，进行聚类算法 
    @param {type} vec_array- 向量组, n_clusters-聚类数目, epochs- 训练次数 …
展开

Aaron(健...
2019-04-10



请问一下老师，“如果这个 K 值取得太小，群组可能切分太细，每个之间区别不大。如果
K 值取得太大，群组的粒度又太粗，造成群组内差异明显。”，這段話是不是寫反了？ 

作者回复: 是的，笔误写反了。。。感谢指正

Bindy🌲
2019-04-10



老师，这里如果是中文，是不是要做分词呢

展开

作者回复: 是的，如果是中文，肯定要做分词的。

余泽锋
2019-04-09



请问一下老师，余弦夹角本质上可以说是归一化的欧式距离么？

作者回复: 可以这么认为

Joe
2019-03-14
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老师，现在很多机器学习的算法都有现成的库了，如sklearn等。但是直接调库，总觉得停
留在表面。请问有没有必要自己手动去实现一些经典的机器学习算法呢？

展开

作者回复: 这是一个好问题，可以参照专栏中的一些介绍，尝试实现某些算法，加强印象，甚至于

将来可以根据具体的应用，对算法实现进行优化。


