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在无线通信中，有一种广受欢迎的“MIMO”传输技术。MIMO 的全称是多输入多输出

（Multiple Input Multiple Output），其早期配置是在发送端和接收端同时布置多个发射

机和多个接收机，每个发射机发送相同的信号副本，而每个接收机则接收到来自多个发射机

的不同信号，这些信号经历的衰减是相互独立的。这样一来，在接收端多个信号同时被严重

衰减的概率就会以指数形式减小，通过获得分集增益带来误码率的下降与信道容量的提升。

无线通信中的分集思想在机器学习中的对应就是集成学习。集成学习正是使用多个个体学习

器来获得比每个单独学习器更好的预测性能。

监督学习的任务是通过假设空间搜索来找到能够对特定问题给出良好预测的假设。但问题是

即使这样的假设存在，能否找到也在两可之间。因而集成学习的作用就是将多个可以得到假

设整合为单个更好的假设，其一般结构是先产生一组个体学习器，再使用某种策略将它们加
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以整合。每个组中的个体学习器如果属于同一类型（比如都是线性回归或者都是决策树），

形成的就是同质集成；相应地，由不同类型学习器得到的集成则称为异质集成。

直观来看，性能优劣不一的个体学习器放在一块儿可能产生的是更加中庸的效果，即比最差

的要好，也比最好的要差。那么集成学习如何实现“1 + 1 > 2”呢？这其实是对个体学习

器提出了一些要求。

一方面，个体学习器的性能要有一定的保证。如果每个个体学习器的分类精度都不高，在集

成时错误的分类结果就可能占据多数，导致集成学习的效果甚至会劣于原始的个体学习器，

正如俗语所言“和臭棋手下棋，越下越臭”。

另一方面，个体学习器的性能要有一定的差异，和而不同才能取得进步。多样性

（diversity）是不同的个体学习器性能互补的前提，这恰与 MIMO 中分集（diversity）的

说法不谋而合。

在 MIMO 中，一个重要的前提条件是不同信号副本传输时经历的衰减要相互独立。同样的

原则在机器学习中体现为个体学习器的误差相互独立。但由于个体学习器是为了解决相同问

题训练出来的，要让它们的性能完全独立着实是勉为其难。尤其是当个体学习器的准确性较

高时，要获得多样性就不得不以牺牲准确性作为代价。由此，集成学习的核心问题在于在多

样性和准确性间做出折中，进而产生并结合各具优势的个体学习器。

个体学习器的生成方式很大程度上取决于数据的使用策略。根据训练数据使用方法的不同，

集成学习方法可以分为两类：个体学习器间存在强依赖关系因而必须串行生成的序列化方

法，和个体学习器之间不存在强依赖关系因而可以同时生成的并行化方法。

序列化方法中的数据使用机制被称为提升（Boosting），其基本思路是对所有训练数据进

行多次重复应用，每次应用前需要对样本的概率分布做出调整，以达到不同的训练效果。

与 Boosting 相比，并行化方法中的数据使用机制是将原始的训练数据集拆分成若干互不交

叠的子集，再根据每个子集独立地训练出不同的个体学习器。这种方法被称为自助聚合

（Bootstrap AGgregation），简称打包（Bagging）。在 Bagging 机制中，不同个体学

习器之间的多样性容易得到保证；但由于每个个体学习器只能使用一小部分数据进行学习，

其效果就容易出现断崖式下跌。



在基于训练数据集生成样本的子集时，Bagging 采用的是放回抽样的策略，即某些样本可

能出现在不同的子集之中，而另外某些样本可能没有出现在任何子集之内。计算未被抽取概

率的极限可以得到，放回抽样会导致 36.8% 的训练数据没有出现在采样数据集中。这些未

使用的数据没有参与个体学习器的训练，但可以作为验证数据集，用于对学习器的泛化性能

做出包外估计，包外估计得到的泛化误差已被证明是真实值的无偏估计。

典型的序列化学习算法是自适应提升方法（Adaptive Boosting），人送绰号

AdaBoost。在解决分类问题时，提升方法遵循的是循序渐进的原则。先通过改变训练数据

的权重分布，训练出一系列具有粗糙规则的弱个体分类器，再基于这些弱分类器进行反复学

习和组合，构造出具有精细规则的强分类器。从以上的思想中不难看出，AdaBoost 要解

决两个主要问题：训练数据权重调整的策略和弱分类器结果的组合策略。

在训练数据的权重调整上，AdaBoost 采用专项整治的方式。在每一轮训练结束后，提高

分类错误的样本权重，降低分类正确的样本权重。因此在下一轮次的训练中，弱分类器就会

更加重视错误样本的处理，从而得到性能的提升。这就像一个学生在每次考试后专门再把错

题重做一遍，有针对性地弥补不足。虽然训练数据集本身没有变化，但不同的权重使数据在

每一轮训练中发挥着不同的作用。

在 AdaBoost 的弱分类器组合中，每一轮得到的学习器结果都会按照一定比例叠加到前一

轮的判决结果，并参与到下一轮次权重调整之后的学习器训练中。当学习的轮数达到预先设

定的数目  时，最终分类器的输出就是  个个体学习器输出的线性组合。每个个体学习

器在最终输出的权重与其分类错误率相关，个体学习器中的分类错误率越低，其在最终分类

器中起到的作用就越大。但需要注意的是，所有个体学习器权重之和并不必须等于 1。

根据以上的主要策略，可以归纳出算法的特点。随着训练过程的深入，弱学习器的训练重心

逐渐被自行调整到的分类器错误分类的样本上，因而每一轮次的模型都会根据之前轮次模型

的表现结果进行调整，这也是 AdaBoost 的名字中“自适应”的来源。

前面介绍的是 AdaBoost 的执行策略。换个视角来看，AdaBoost 可以视为使用加法模

型，以指数函数作为损失函数，使用前向分步算法的二分类学习方法。加法模型反映出

AdaBoost 以个体学习器的线性组合作为最终分类器的特性。在这个模型下求解指数型损失

函数的最小值是个复杂的问题，但可以通过每次只学习线性组合其中的一项来简化其处理，

这种方法就是前向分步算法。前向分步算法注意学习基函数的过程和 AdaBoost 注意学习

个体学习器的过程是一致的。
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典型的并行化学习方法是随机森林方法。正所谓“独木不成林”，随机森林就是对多个决策

树模型的集成。“随机”的含义体现在两方面：一是每个数据子集中的样本是在原始的训练

数据集中随机抽取的，这在前文中已有论述；二是在决策树生成的过程中引入了随机的属性

选择。在随机森林中，每棵决策树在选择划分属性时，首先从结点的属性集合中随机抽取出

包含  个属性的一个子集，再在这个子集中选择最优的划分属性生成决策树。

为什么要执行随机的属性选择呢？其目的在于保证不同基决策树之间的多样性。如果某一个

或几个属性对输出的分类结果有非常强的影响，那么很可能所有不同的个体决策树都选择了

这些属性，这将导致不同子集上训练出个体决策树呈现出众口一辞的同质性，对原始训练样

本的有放回随机抽取也就失去了意义。在这个意义上，随机特征选取是对集成学习算法中多

样性的一重保护措施。

在合成策略上，随机森林通常采用少数服从多数的策略，选择在个体决策树中出现最多的类

别标记作为最终的输出结果。当数据较多时，也可以采用更加强大的学习法，即通过另一个

单独的学习器实现复杂合成策略的学习。随机森林是罕有的具有强通用性的机器学习方法，

能够以较小的计算开销在多种现实任务中展现出强大的性能。

数据使用机制的不同在泛化误差的构成上也有体现。

以 Boosting 方法为代表的序列化方法使用了全体训练数据，并根据每次训练的效果不断迭

代以使损失函数最小化，因而可以降低平均意义上的偏差，能够基于泛化能力较弱的学习器

构建出较强的集成。

以 Bagging 方法为代表的并行化方法则利用原始训练数据生成若干子集，因而受异常点的

影响较小，对在每个子集上训练出的不完全相关的模型取平均也有助于平衡不同模型之间的

性能，因而可以一定程度上降低方差。

今天我和你分享了机器学习基本算法之一的集成学习的基本原理，其要点如下：

k

集成学习使用多个个体学习器来获得比每个单独学习器更好的预测性能，包括序列化方法

和并行化方法两类；

多样性要求集成学习中的不同个体学习器之间具有足够的差异性；

序列化方法采用 Boosting 机制，通过重复使用概率分布不同的训练数据实现集成，可以

降低泛化误差中的偏差；



Boosting 机制和 Bagging 机制各具特色，在集成学习中发挥着不同的作用。那么能否将

两者结合起来，达到互补的效果呢？

欢迎发表你的观点。

并行化方法采用 Bagging 机制，通过在训练数据中多次自助抽取不同的采样子集实现集

成，可以降低泛化误差中的方差。



© 版权归极客邦科技所有，未经许可不得传播售卖。 页面已增加防盗追踪，如有侵权极客邦将依法追究其法律责任。

上一篇 12 机器学习 | 穷则变，变则通：支持向量机

下一篇 14 机器学习 | 物以类聚，人以群分：聚类分析

历尽千帆
2019-01-02



王老师~Boosting 和 Bagging结合的结果是什么样的呀？现在有相关的算法嘛？想自学一
下~~
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写可以稍微讲讲GBDT，现在很多公司面试都会问
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鬼猫猫2018-01-08 

老师每篇的标题起的太有意思了！
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MJ小朋友
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看了老师讲述打包和提升的简介，又学习了相关例子，GET到了，明天是不是讲随机森林
😀期待期待☺

作者回复: 随机森林算是个具体的方法，就不单独起一篇了，留给大家自学哈




