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2017 年 9 月 13 日，苹果公司推出了新一代智能手机 iPhone X。相比于它的前辈们，

iPhone X 的一项重要卖点就是引入了 Face ID 人脸识别技术，用户直接刷脸就可以解锁手

机。虽然目前看来，Face ID 的识别率远没有苹果声称的那么“高精度”，但更加简单便捷

的人脸识别无疑是未来的发展方向。而人脸识别乃至图像识别中的一项关键技术，就是卷积

神经网络。

诞生于 1989 年的卷积神经网络已近而立之年，但它的首秀直到 9 岁才姗姗来迟。1998

年，今日的深度学习扛鼎者之一燕乐存提出了第一个卷积神经网络模型 LeNet-5，用来识

别手写文本。遗憾的是，这个小朋友因为胃口太大（消耗计算资源多），并不招人喜欢。直

到 2006 年，辛顿提出的逐层初始化训练算法才让韬光养晦的卷积神经网络一鸣惊人，这个

少年也渐渐成长为神经网络和深度学习队伍中的中坚力量。





 下载APP 



顾名思义，卷积神经网络（convolutional neural network）指的是至少在某一层中用卷

积运算（convolution）来代替矩阵乘法的神经网络。卷积运算的特性决定了神经网络适

用于处理具有网格状结构的数据。最典型的网格型数据就是数字图像，不管是灰度图像还是

彩色图像，都是定义在二维像素网格上的一组标量或向量。因而卷积神经网络自诞生以来，

便广泛地应用于图像与文本识别之中，并逐渐扩展到自然语音处理等其他领域。

要介绍卷积神经网络，首先要从卷积运算说起。卷积是对两个函数进行的一种数学运算，在

不同的学科中有不同的解释方式。在卷积网络中，两个参与运算的函数分别叫做输入和核函

数（kernel function）。本质上讲，卷积就是以核函数作为权重系数，对输入进行加权求

和的过程。为了突出这个本质，卷积神经网络中针对二维函数的卷积运算在原始的数学定义

上做了一些调整，可以写成以下形式

用生活中的实例类比，卷积就可以看成是做菜，输入函数是原料，核函数则是菜谱。对于同

一个输入函数鲤鱼来说，如果核函数中酱油的权重较大，输出的就是红烧鱼；如果核函数中

糖和醋的权重较大，输出的就是杭帮菜的西湖醋鱼；如果核函数中辣椒的权重较大，输出的

就是朝鲜族风味的辣鱼。不同的菜谱对应不同的口味，不同的核函数也对应不同的输出。

之所以将卷积运算应用于图像识别当中，是因为它具有一些优良的性质。卷积神经网络的稀

疏感知性、参数共享性和平移不变性都有助于将它应用在图像处理之中。

稀疏感知性（sparse interaction）指的是卷积层核函数的大小通常远远小于图像的大

小。输入图像可能在两个维度上都有几千个像素，但核函数最大也不会超过几十个像素。选

择较小的核函数一方面有助于发现图像中细微的局部特征，另一方面也可以提升算法的存储

效率和运行效率。核函数选取背后的原理在于对图像的全局感知可以通过将多个局部感知综

合得到，这其实也符合人类的认知方式。

参数共享性（parameter sharing）指的则是在一个模型中使用相同的参数，说白了就是

在每一轮训练中用单个的核函数去和图像的所有分块来做卷积，这无疑能够显著降低核函数

参数的数目。在卷积神经网络中，参数共享的基础是对图像特征的提取与图像的位置无关。

如果在图像的一个区域上，某些像素的组合构成一条直线，那么在图像的其他区域，具有相

Y (i, j) = (X ∗ H)(i, j) =

X(i + m, j + n)H(m, n)∑
m

∑
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同灰度的像素组合仍然是直线，而不会变成一个圆。这说明图像的统计特性并不取决于空间

位置，因而对于整个图像都可以使用同样的学习特征。

平移不变性（translational equivalence）指的是当卷积的输入产生平移时，其输出等于

原始输出做出相同数量的平移，这说明平移操作和核函数的作用是可以交换的。从卷积的线

性特性出发很容易推导出平移不变性。平移不变性其实可以看成是离散时间域上的线性移不

变系统在二维空间上的扩展，它在只关心某些特征是否出现，而不考虑出现的位置时具有重

要的作用。

卷积神经网络的结构并非卷积运算的简单组合，而是包含几个功能不同的层次。当输入图像

被送入卷积神经网络后，先后要循环通过卷积层、激活层和池化层，最后从全连接层输出分

类结果。每个层次各司其职，各负其责，都发挥着不可替代的作用。

卷积层无疑是卷积神经网络的核心部分，其参数是一个或者多个随机初始化的核函数。核函

数就像探照灯一样，逐行逐列地扫描输入图像，对像素矩阵进行从左到右，从上到下的滑动

覆盖。每一个被核函数的光圈覆盖的区域都是和核函数维度相同的像素组合，并且作为输入

和核函数进行卷积。当核函数将输入图像全部扫描完毕后，计算出的所有卷积结果又可以构

成一个矩阵，这个新矩阵就是特征映射（feature map）。卷积层得到的特征映射一般会送

到激活层处理，给系统添加非线性元素。激活层首选的传递函数是整流线性单元，它可以激

活特征映射中的负值。

为什么简单的卷积运算能完成图像的分类任务呢？解释这个问题还要回归到卷积的运算上。

细心的你一定发现了，虽然卷积的表达式具有二维的形式，可如果把二维的输入和核函数拉

成一维向量的话，卷积计算的实际上就是两者的内积！内积的作用是描述两个向量的关系，

因而卷积的结果反映的正是输入像素和核函数之间的近似程度。卷积的输出越大表明两者之

间的相似性越高，输出越小就意味着两者没什么共性。

正因如此，通过合理设置核函数的性质，卷积层就能够提取出图像的特征。如果选取的核函

数表示一个直角，原始图像中的直角就会体现为特征映射中一个较大的数值，根据这个数的

坐标就可以确定曲线在输入图像中的位置。所以在卷积神经网络的实际应用中，通常会同时

训练多个不同的核函数，以提取输入图像中不同类型的特征。

卷积神经网络的卷积层之间通常周期性地会插入池化层（pooling layer）。池化层更恰当

的名字是下采样层（downsampling layer），它的作用是对得到的特征映射矩阵进行筛

选。卷积层给出了核函数和原始图像每个局部之间的近似关系，但这里面真正对图像分析有



帮助的只是取值较大，也就是和核函数相似程度较高的部分。因而常见的最大池化（max

pooling）的做法就是将特征映射划分为若干个矩形区域，挑选每个区域中的最大值，也就

是最明显的特征作为下采样的结果。这样做在显著降低数据量的同时也能减少过拟合的风

险。

直观来看，池化机制之所以能够发挥作用，其原因在于特征在图像中的绝对位置远不及它和

其他特征的相对位置的关系来的重要。例如在判定一张图像中是否包含人脸时，我们需要在

图像中找到左右对应地两只眼睛，但不需要确定这两只眼睛的精确位置。

池化机制的应用也可以看成是参数共享的体现：在一个图像区域有用的特征极有可能在另一

个区域同样适用。因而对不同位置的特征进行聚合统计就是提取图像主要特征的有效方法。

此外，池化操作还给图像带来了旋转不变性，因为无论图像如何旋转，每个区域的最大值都

不会改变，因而池化并不会给图像结构造成影响。

卷积层和池化层的循环使用能够实现对图像特征的逐层提取，而根据提取出的特征得到图像

的分类与标记则要交给全连接层完成。由于全连接层中的神经元与前一层中的所有激活神经

元都有连接，因此它们的激活与否可以通过矩阵乘法计算，这和常规的神经网络别无二致。

全连接层可以使用 softmax 分类器得到原始图像属于不同类别的概率，对应的损失函数通

常选择交叉熵。

将前面介绍的卷积神经网络结构加以总结，就可以得到它的工作流程：输入层将待处理的图

像转化为一个或者多个像素矩阵，卷积层利用一个或多个卷积核从像素矩阵中提取特征，得

到的特征映射经过非线性函数处理后被送入池化层，由池化层执行降维操作。卷积层和池化

层的交替使用可以使卷积神经网络提取出不同层次上的图像特征。最后得到的特征作为全连

接层的输入，由全连接层的分类器输出分类结果。

在卷积神经网络的训练里，待训练的参数是卷积核，也就是卷积层中的权重系数矩阵。训练

采用的也是反向传播的方法，参数的不断更新能够提升图像特征提取的精度。

最近两年，关于卷积神经网络的一项重要进展是残差网络的提出。将深度结构应用于卷积神

经网络当中可以增强表达能力，在图像分类和目标检测等问题上表现出优异的性能。可是当

网络的层数超过特定的阈值时，训练误差也会随着层数的增加而增加，网络的性能不仅不能

提升，反而会出现显著的退化。残差网络正是通过残差结构单元解决了深度网络性能下降的

问题，使网络层数可以达到千层以上。



今天我和你分享了卷积神经网络的原理与机制，受篇幅所限，诸如数据维度的变化和图像边

界的策略设计等具体的技术细节并未涉及。其要点如下：

在卷积神经网络中，很多参数都会对性能产生影响。那么在设计卷积层和池化层时，需要考

虑哪些具体的因素呢？

欢迎发表你的观点。

卷积神经网络是应用了卷积运算的神经网络，适用于处理网格化数据；

卷积神经网络具有稀疏感知性、参数共享性和平移不变性；

卷积神经网络的结构包括交替出现的卷积层、激活层和池化层，以及作为输出的全连接

层；

卷积神经网络的作用是逐层提取输入对象的特征。
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从效果看，最好卷积层能发现不同的特征，同时计算量能少一些。下面属于我的臆测，未
考证。 
 
比如多大的卷积核尺寸适合发现直线，曲线，多大的卷积核适合发现开环，闭环。有的卷
积核判断图形类别，轮廓，形状，有的卷积核判断图像明暗，有的卷积核判断色彩组合…
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从效果看，最好卷积层能发现不同的特征，同时计算量能少一些。下面属于我的臆测，未
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考证。 
 
比如多大的卷积核尺寸适合发现直线，曲线，多大的卷积核适合发现开环，闭环。有的卷
积核判断图形类别，轮廓，形状，有的卷积核判断图像明暗，有的卷积核判断色彩组合…
展开
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没带电脑，也连不上Google。现在只记得卷积网络里的一些参数，但对于如何设置这些参
数，它们会影响什么没理解和记住。有机会以后找找这方面的入门文章看看。下面是我遇
到过的一些参数，其中卷积核数目，尺寸，步长，padding，核初始化方法这些调整和设
置更常见。 
 …
展开

作者回复: 差不多就是这些，卷积核的大小和数目要根据实际任务去碰。
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今天这篇文章有很多不错的形象直观的比喻，很有助于理解和记忆。 
 
如卷积核的作用比作菜谱；参数共享性中的直线；相似性中的直角；池化层是对最大值的
提取与旋转不变性的关联。


