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机器学习40讲 进入课程
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时长 05:11 大小 2.38M

不知不觉间，又一个 40 期的机器学习专栏也走到了尾声。在专栏里，我从理解概率的两大

流派入手，以每种流派中的各个模型为主线，对统计机器学习和贝叶斯机器学习做了系统的

介绍，并从这些模型中梳理出它们之间关系的脉络，帮助你尽可能地从更加宏观的角度来理

解模型内部的关联。

内容：由博返约求精深

和上一季的“人工智能基础课”相比，这一季专栏的内容聚焦于机器学习一点，力求更加深

入地挖掘这个主题。增加深度意味着提升难度，无论是写作的我还是阅读的你，都需要投入

更多的时间和精力去理解与消化。
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理解事物时，我们都习惯从感性认知入手，可要从感性认知进化为理性思辨，你还是不得不

和那些恼人的符号和讨厌的公式打交道。然而这是学习的必经之路：直观而具体的认识虽然

容易理解，其适用范围却相当有限，要解决现实问题就必须将认识上升到知识的高度，而知

识的价值恰恰就蕴含在复杂的公式所体现出的规律之中。

具有普适性的抽象规律，才具有学习的价值。在机器学习中，各种各样的模型某种程度而言

其实也是简单具体的实例，诸如局部化和集成化之类的方法才是支配模型演变的规律。正是

这些规律与统计学习的理论相结合，才让机器学习变得魅力无穷。

收获：见贤思齐多自省

工作上的职责所在让我接触了很多关于教学的文献与范例，其中一些国内外教学名家的课程

堪称醍醐灌顶。虽然学科有所区别，但这些大师总能深入浅出、化繁为简，将深奥的道理以

老妪能懂的形式清晰而准确地解释出来。体验这些大师的授课是种享受，在艰辛的求索中感

受到一丝如沐春风的惬意。

罗马不是一天建成的，大师们的举重若轻也是来源于多年积累的深厚功底。博学多闻才能融

会贯通，只有将广博的专业知识和精湛的教学技艺相结合，方能达到这样的境界。在我自己

的角度看，从这个专栏得到的最大收获便是一份鞭策，它在不断提醒我对自己的提升依然任

重而道远。

启示：莫道前路多崎岖

最近几年，所谓的“一万小时”理论声名鹊起，甚至被人奉为圭臬。可是在我看来，它无非

说明了一个再简单不过的道理：有付出才有收获。究竟练习了一万小时还是两万小时并不是

关键，关键在于填满这时间的努力。如果你天赋异禀外加勤于思考，两千个小时可能就足以

成为高手；可要是像学弈时净想着射落天鹅的那个小孩一样，怕是十万个小时也是白搭。

之所以要花费这么多的努力和时间，是因为没有任何学问是简单的。如果以玩儿票的态度对

待新知，那大可不必为此大费思量；可是要深入学习一门学问的话，这样的痛苦就是必经之

路，奢求速成的捷径百分之百徒劳无功。

任何一个成熟的学科都是诸多天才前辈智慧的结晶，如果这些天赋异禀之人尚且需要劈波斩

浪，平凡的我辈便只有更加努力，才能在浩瀚的学海中求得生存。只有经过一波又一波惊涛

骇浪的洗礼，才有资格去欣赏对岸无双的美景。



不经历风雨，怎能见彩虹，没有人能随随便便成功。终有一天，你将为今天的付出骄傲，加

油！
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老师，您好 
对于本科毕业论文选题，您有什么适合掌了理论，但是实践能力一般的学生的论文题目么 
比如，我熟悉LDA的原理，了解部分调用，但是我不知道怎样找一个小的方向去应用它适
合自己。 
谢谢指点
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精选留言 (2)  写留言

http://geektime.mikecrm.com/yweliWa


作者回复: 原则上本科生的毕业论文并不要求创新，只要能利用已有的知识规规矩矩解决一个问题

就可以了。建议你找一个合适的问题，用LDA或者其他什么的去解决，至于这个问题来源于实践

还是自己设计的原型问题，难度到底有多大，就需要你的指导老师来把握了。

林彦
2018-09-14
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谢谢王教授的辛勤付出和对抽象概念的精彩解读。最近业余时间同时在学习和实践别的知
识和技能。有些课程之后再补上。期望老师还是能出版相关的书籍。这次有了Github代码
也是很好的资源。 
 
希望之后在机器学习继续探索的道路上还有机会向老师学习和与您交流。 …
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作者回复: 过奖过奖。撰写专栏，和大家在评论区交流，于我也是学习和进步的过程。将问题给别

人讲明白逼迫我自己加深理解，和大家的互动则让道理越辩越明。感谢你的厚爱与反馈，祝你在

新的征途上顺利前行！


