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Apache Spark

« Apache Spark™ Lightning-fast cluster computing
(https://github.com/apache/spark)

 Significantly outperforms Hadoop MR
— [terative, nteractive, Incremental and 'n-memory computing

— Up to 100x faster than Hadoop MapReduce in memory, or 10x
faster on disk.

« Generality usage Spark  Spark MLlib  GraphX

— Rich modules SQL  Streaming (machine  (graph)
learning)

— Easy integration

Apache Spark

*From https://spark.apache.org/
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Spark Configuration & Tuning

e Official Document
http://spark.apache.org/docs/latest/

Spark Configuration Tuning Spark

« Spark Properiies
o Dynamically Loading Spark Properties
s Viewing Spark Properties

- Data Serialization
« Memory Tuning

o Available Properties e Determining Memory Consumption
» Application Properties o Tuning Data Structures
= Runtime Environment ¢ Serialized RDD Storage
» Shuffie Benavior » Garbage Collection Tuning
= Spark Ul

« Other Considerations

= Compression and Serialization )
o Level of Parallelism

» Execution Behavior

« Networking s Memory Usage of Reduce Tasks
» Scheduling o Broadcasting Large Variables

« Dynamic Allocation « Data Locality

= Security « Summary

= Encryption

= Spark Streaming

= SparkR

» Cluster Managers
= YARN

So many parameters, so many

= Standalone Mode
« Environment Variables t t
« Configuring Logging unlng aspec S"'
« Overriding configuration directory
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Spark WebUI

Executors nweight (in progress) application Ul

Spmﬁ _— Jobs Stages Storage Environment

Spark Jobs (?)

Scheduling Mode: FIFO
Completed Jobs: 5

» Event Timeline

Completed Jobs (5)
Job Id Description Submitted Duration Stages: Succeeded/Total Tasks (for all stages): Succeeded/Total
4 saveAsTextFile at Driver.scala: 143 2015/0716 171817 65 111 (5 skipped) 192192 (770 skipped)
3 foreach at Bagel scala:256 2015/0716 17:17:40 37 s 2/2 (4 skipped) . 3B4/3B4 (578 skippgd)
2 foreach at Bagel scala:256 2015/0716 17:16:45 545 2/2 (3 skipped) . 3B4/384 (386 skipped)
1 foreach at Bagel.scala:256 2015/0716 171616 295 2/2 (2 skipped) . 354/384 (194 skipped)
0 foreach at Bagel scala:256 2015/07M16 17:16:00 165 313 ... 3663
a a
* Provide spark metrics
a a
- Job,Stage,Task running time
’ '
a
* No system metrics
[ ]

Need other monitoring tools
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Brief Introduction

* HiMeter
Realtime cluster monitoring
Each node system metrics Platform Supported:
Whole cluster average status — Apache Hadoop (HDFS) 1.x & 2.x
. ] o — Spark 0.9+
A light-weight distributed performance
analysis framework
Distributed log collection and query ]
Spark performance diagnosis Environment recommended:

Spark application management and report

— JDK8 for compile
— dstat installed on all cluster nodes

A big data application management system
— ssh passphraseless

Application registration
Application execution
Dew registered services monitor
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Architecture

Light-weight distributed
Akka for communication
HDFS for data storage
Long run Agent

% Akkﬁ N — LOQCO"ECtOr

@ Akka

HiMeter Master

— LogAggregation
HiMeter Agent HiMeter Agent HiMeter Agent .
Logoollection, Logoollection, Logoollection, — Sys M et rl c S
e e R/ iigiin
— ShellExecutor
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Work Flow

« At least one Agent on each node
« App can run on any node.

'i' : senices()
I
I
I

Elj 3:find agents by hostilame and senviceMame()
1
|

ser Master Agent
I I I I
| 1: start) ~ | | |
| |
-I_ 2. s’qlartl;] I :
| 21 registerd i | - Master, Agent, App are JVM
21| 1lazd defaylt servics info() I : processes.
| |  Services are either threads or
=12 Sl onee 2.1 I1 senvices class() : processes_
I | - One Master in cluster
|
|
|
|

4 request senvicel)

I
I
| 4.1: send response() |
I
I
I

| i response()
|
|
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Quick Start

Download the source code and build

— mvn clean install -Dhadoop-version=your_deployed_hadoop_version -
DskipTests

Configurations
— Edit conf/slaves, include all cluster nodes

— Edit conf/dew.conf, set:
« hdfs=hdfs://hostname:port (e.g. hdfs=hdfs://sr100:8020)
- master:=hostname:port (e.g. master=sr100:6766)

Deploy
— Copy Dew dir to all cluster nodes

Start/Stop Dew
— sbin/start-all.sh & sbin/stop-all.sh
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WebCenter

WebCenter — the Web Ul for big data application management

« Configuration

Copy conf.properties.template to conf.properties
Change the configuration as you wish, also can keep the default

« Start WebCenter

Jstart-web.sh

« Log in WebCenter
Web link: hostname:6077
User name: admin
Password: admin
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SparkPowermeter

SparkPowermeter— A tool which analyze spark application performance
base on spark data flow.

Scd app.sparkpowermeter

« Configuration
Copy conf.properties.template to conf.properties

Keep the configuration default or change it as you wish
« Run SparkPowerMeter (in two ways)
Janalyze.sh [spark driver log file path]
Janalyze.sh startTime(yy/MM/dd HH:mm:ss) endTime(yy/MM/dd HH:mm:ss)

Note: this functionality has been integrated into webCenter, you can either
use webUIl or command line to generate the system metrics report.
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Cluster Status

& =r204:6077/action/Main jsp e X || 'Q Bing <Cirl+K> # T B8 - & ® 1

(H."meter) )
Big Data Cloud Management Plateform

CPU = Memory =
150 3000
100 ——— — 200G
50 100G
o 0c

usr Ml sys idl wai used [l buffer cached free

Network = Disk =
20k 300k
200k

10k

100k
ok ok

totalsend — totalrecv diskread — diskwrit
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Agents Status

Himeter)
Big Data Cloud Management Platform

Himeter Agents Status

IP HostName URL Type Services

10.1.0.104 sr204 akka. tcp://Agent@sr204:54996/user/dew/agent branch [shell, logcollection, dstatweb, dstat]
101.2.104 sra04 akka tcp//Agent@sro04:43493/user/dew/agent branch [shell, logcollection, dstatweb, dstat]
101.2.104 sra04 akka tcp//Agent@sro04:40902/user/dew/agent leaf [logaggregation]

10.1.2.105 sro0s akka tcp:/fAgent@sro05:35233/user/dew/agent branch [shell, logcollection, dstatweb, dstat]
10.1.2.106 sra06 akka.tcp://Agent@sro06:48267/user/dew/agent branch [shell, logcollection, dstatweb, dstat]
10.1.2.106 sra06 akka tcp//Agent@sro06:53945/user/dew/agent leaf [logaggregation]

10.1.2.107 sra507 akka.tcp://Agent@sro07:55037/user/dew/agent branch [shell, logcollection, dstatweb, dstat]
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Application & Job Registration
Add New Application Add New Job

Name
Name

kmeans
daily
Host
5r145 Defination
nweight,wordcount
Path

homefusername/workload/kmeans
Cycle

Executable uus
rum.sh

Submit
Strategy Crontab Syntax

reExecute M (eg 002** ?), keep
Type blank for a single run

spark

Submit

Software & Services Group
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Execution Result Report
Application Record List

AppName StartTime EndTime Result Operation

test1 3/5M1512:56:00 PM 512  3/5/1512:57:09 PM_ 565 success Analysis LogQuery Diagnosis
DriverLog

test1 3415 12:56:00 PM.O77  3/4/1512:57:06 PM 458 success Analysis LogQuery Dwn Tasiy .

- 4 usefull links to

DriverLog

testl 3/3/15 12°56:00 PMA22  3/3/15 12:57-06 PM.241  success Analysis LogQuery Diagnosi analyze workload and
DriverLog cluster performance

Job Record List

JobName StartTime EndTime

app1 3/5/15 12:56:00 PM 004 3/5/15 12:56:00 PM 004
app1 3/4/15 12:56:00 PM.020 3/4/1512:57:06 PM 458
app1 3/3/15 12:56:00 PM.042 3/3/15 12:57:06 PM 241
app1 2/11/1511:14:18 AM_839 2M11/1511:15:26 AM 452
app1 2/11/15 9:28:59 AM 513 2/11/15 9:30:10 AM 583

2/6/15 3:06:55 PM.724 2/6/15 3:08:01 PM.985

Result

success
success
success
success

SUccess

failure intel:’
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Analysis

Spark work flow (Job, Stage, Task) System metrics (CPU, Mem, Disk, Network)

JOB-TIME
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Log query

All App List

New App WaARN Search

Search App QUEW Result

App Record driver log 15/05/13 10:30:54 WARN util NativeCodeLoader: Unable fo load native-hadoop library for your platform.__. using
builtin-java classes where applicable

Search App Instance driver log 15/05/13 10:30:56 WARN spark SparkConf: In Spark 1.0 and later spark local dir will be overridden by the value set by

the cluster manager (via SPARK_LOCAL_DIRS in mesos/standalone and LOCAL_DIRS in YARN).

driverlog 15/05/13 10:30:56 WARN spark_SparkConf:

driverlog 15/05/13 10:30:56 WARN spark SparkConf: Setting 'spark. executor extraJavaOptions' to
'-Dspark_kryoserializer buffer mb=10 XX +UseParallelGC -} +UseParallel0IdGC XX ParallelGCThreads==8 -XX +UseTLAB
-verbose:ge -} -PrintGCDetails -3 +PrintGCTimeStamps -Dspark. storage. memoryFraction=0.6 ' as a work-around.
driverlog 15/05/13 10:30:56 WARN spark SparkConf: Setting 'spark driver extralavaOptions' to

'-Dspark_kryoserializer buffermb=10 XX +UseParallelGC -¥X +UseParallelOIdGC -XX ParallelGCThreads=8 -}XX +UseTLAB
-verbose:gc -} -PrintGCDetails -3 +PrintGCTimeStamps -Dspark storage memoryFraction=0.6 ' as a work-around.
driverlog 15/05/13 10:30:56 WARN util NativeCodelLoader: Unable to load native-hadoop library for your platform... using
builtin-java classes where applicable
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All App List

Mew App

Search App

App Record

Search App Instance

Diagnosis

Show DiagnosisResult

hostName diagnosisName level

load-Disk-Read high

sr486

sr485

sr484

sr483

sr486

sr485

load-Disk-Read high

waste-CPU

waste-CPU

waste-CPU

waste-CPU

middle

middle

middle

middle

describe

advice

load-Disk-Read is lower than cluster average Check the node or your

by 56.53%

application algorism.

load-Disk-Read is lower than cluster average Check the node or your

by 64.43%

Cpu resources waste percent is 68 15%
time on non-computation task.

Cpu resources waste percent is 66 .58%
time on non-computation task.

Cpu resources waste percent is 67 91%
time on non-computation task.

Cpu resources waste percent is 69.75%
time on non-computation task.

application algorism.

~More Improve node's disk and
network performance.

_More Improve node's disk and
network performance.

~More Improve node's disk and
network performance.

. More Improve node's disk and
network performance.

Software & Services Group
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All App List

New App

Search App

App Record

Search App Instance

Driver Log

Driver Log

memory: ~
input: hdfs://sr409:8020/userfyucaiM1 ginput/yk_20131104

output: hdfs://sr409:8020/user/yucaiftest. graph output

degree: 3

maxOutEdges: 30

partitions: 160

storagelevel: 3

memFraction: 0.6

disableKryo: true

model: bagel

15/05/13 10:30:54 WARN util NativeCodeLoader: Unable to load native-hadoop library for your platform... using builtin-java classes
where applicable

15/05/13 10:30:54 INFO fs_TrashPolicyDefault: Namenode trash configuration: Deletion interval = 0 minutes, Emptier interval = 0 minutes.
Deleted hdfs:/fsrd09:8020/useriyucaiftest graph.output

+ /homefyucaiworki/spark/spark-1.3.0//bin/spark-submit —class com.intel. youku graph. NWeight —name NWeight —master yarn-client
—num-executors 16 —executor-memory 45G —driver-memory 10G —executor-cores 10 —jars lib/fastutil-6.5.7 jar target/scala-2.10/graph-
n-degree- 2.10-1.0 jar hdfs://sr409:8020/userfyucai 1 ginput’yk 20131104 hdfs//sr409:8020/userfyucaitest.graph.output 3 30 160 3 0.6
true bagel

fput: No value for STERM and no -T specified
15MAM 3 103N AR INFO snark SnarkCnnteyt: Rounninn Snark verzinn 1 30
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Case Study

« Only send jar file once for those co-located executors in Yarn

SPARK-2713
« >10x speedup in bootstrap
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Case Study

« Each executor copies one job jar in Yarn

* Problem statement:
— Co-located executors(containers) on the same NM have redundant copies
— Leads to network/disk 10 bandwidth consumption with big files
— Causes long time dispatching period in bootstrap

CPU UTILIZATION NETWORK5 THROUGHOUTPUT DISK THROUGHOUTPUT
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time(s)
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Conclusion

- Advantages

v' Friendly user interface
 Easy to build, easy to use
« Do anything with web console

v" Flexible architecture
« Easy to build large scale distributed computation cluster
 Easy to implement new distributed service and application

v" No couple but tightly integrate big data engine(Spark, Hadoop)
« With plugin distributed service and application

- TODOs

— Separate system metrics for multiple applications

— High available when some servers or application crashes
(inteD)
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Intern Hirine

Email to :
jie.huang@intel.com
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Q&A

Thanks
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