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1 public class WordCount {
2
3 public static class TokendizerMapper
4 extends Mapper<Object, Text, Text, IntWritable>{



private final static IntWritable one = new IntWritable(l);

private Text word = new Text();

public void map(Object key, Text value, Context context

O 00 N O U,

) throws IOException, InterruptedException {

10 StringTokenizer itr = new StringTokenizer(value.toString());
11 while (itr.hasMoreTokens()) {
12 word.set(itr.nextToken());
13 context.write(word, one);
14
}

15 !
16 !
17
18 public static class IntSumReducer
19 extends Reducer<Text,IntWritable,Text,IntWritable> {
20 private IntWritable result = new IntWritable();
21
22 public void reduce(Text key, Iterable<IntWritable> values,
23 Context context
24 ) throws IOException, InterruptedException {
25 int sum = 0
26 for (IntWritable val : values) {
21 sum += val.get();
28 !
29 result.set(sum);
30 context.write(key, result);
31
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1 SELECT pageid, age, count(l) FROM pv_users GROUP BY pageid, age;
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pv_users
pageid age pageid age count
1 25 1 25 1
2 25 :> 2 25 2
1 32 1 32 1
2 25
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pv_users
key value key value pageid age count
pageid age
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key value key value
pageid age pageid age count
:(> 82| 1 <2255 | 1
1 32 2 25 2
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FilterOperator
predicate:col[status] like 'michael jackson'
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1 val textFile = sc.textFile("hdfs://...")
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3 .map(word => (word, 1))
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5 counts.saveAsTextFile("hdfs://...")
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1 SELECT pv.pageid, u.age FROM page_view pv JOIN user u ON (pv.userid = u.userid

page view:
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1M 9:08:01
2 1M 9:08:13
1 222 9:08:14
user:
1M1 25 female
32 male
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