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IBM Machine Learning

What is Data Science?

Data science, also known as data-driven science, is an interdisciplinary field about scientific methods,
processes and systems to extract knowledge or insights from data in various forms, either structured or
unstructured,!'!2! similar to Knowledge Discovery in Databases (KDD).

Problem-driven Data
Science

Problem Insight

- Item X sells more on Y day

| want to increase - Existing data i .
sales - Other data 0 tde' weekiin Z
sources conditions:

- Raspberries sell higher
on a Saturday when
the temperature is 20-
25 C
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IBM Machine Learning
What is Data Science?

Insight

- Item X sells more on Y day
of the week in Z
conditions:

- Existing data
- Other data
sources

- Raspberries sell higher
on a Saturday when
the temperature is 20-
25 C
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What is Data Science?

Data Science Venn Diagram v2.0

Data Science

Computer
Science

E1-1

: Drew ConwayfyEiERl2 B E
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What is Data Science?

MODERN DATA SCIENTIST

Data Scientist, the sexiest job of 21th century requires a mixture of multidisciplinary skills ranging from an
intersection of mathematics, statistics, computer science, communication and business. Finding a data
scientist is hard. Finding people who understand who a data scientist is, is equally hard. So here is a little
cheat sheet on who the modern data scientist really is.

MATH

&

NLUNI

Machine leaming

Statistical modeling

Experiment design

S

fan

Unsupervised learning: clustering,
dimensionality reduction
Optimization: gradient descent and
variants

DOMAIN KNOWLEDGE
& SOFT SKILLS

w

MarketingDistillery.com is a group of practitioners in the area of e-commerce marketing. Our fields of expertise include:
marketing strategy and optimization: customer tracking and on-site analytics: predlictive analytics and econometrics: data
warehousing and hig data systems: marketing channel insiahts in Paid Search, SEQ, Social, CRM and brand.

Passionate about the business
Curious about data

Influence without authority
Hacker mindset

Problem solver

PROGRAMMING
& DATABASE

oo XN

Computer science fundamentals
Seripting language e.g. Python
Statistical computing pa
Databases SOL and NoS
Relational algebra

Custom reducers
Experience with xaa$S like AWS

COMMUNICATION
&VISUALIZATION

Able to engage with senior
management

Story tell ills

Translate data-driven insights into
decisions and actions

Visual art design

R packages like geplot or lattice
Knowledge of any of visualization
tools e.g. Flare, , Tableau

Vit

© 2017 IBM Corporation
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IEES
What is Machine Learning (#1285 > {1 E)
a TrainOps (DevOps) story
Training
Labeled |
examp/e.s‘ Data Scientist Dev
ey Operational system T g
Scoring
Predicted
M"d"" data
New
data
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Linear regression, logistic regression, SVM

= Decision trees & ensembles

= Naive Bayes

* (Clustering — KMeans, Gaussian mixtures, PIC, etc
= Recommendation (ALS)

* Frequent pattern mining
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*|BM Data Science Experience
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IBM Data Science Experience ##EF 245
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ALL YOUR TOOLS IN ONE PLACE
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DSxF E4F 14

IBM Data Science Experience

| | |
X VAR IBM $#2HLRI8E
- M E5HIEE « Scala/Python/R/SQL
o EREHIRRIER « Jupyter and Notebooks
« f2in) + RStudio IDE and Shiny apps

MEHIRL
« Bl 55 20H

Apache Spark

Your favorite libraries

« Sparkz IR%%

© 2017 IBM Corporation
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From Tic-Tac-Toe, Quiz Shows to Cancer Treatments

IBM - a pioneer of advanced Machine Learning (ML) solutions

Y|

Value - Reduced business risks / costs and increased business opportunities
Depth and Breadth - Covers full spectrum of analytics techniques required

*Machine Learning

*Training infrastucture, Deployment infrastructure
*Optimization, Monitoring and Feedback Loop

Collaborative, consumable, automated development environment.

Ingestion

History data

A4

Data Train Eval Deploy Predict/ Act
Prep Score
Training &
Validation Test data New data |-
data
Ingestion  Monitor
Feedback [€

A
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IBM Machine Learning for z/OS — i\ ML 258 % > F &

Notebook FlHJ # 4t 7 37 5 Cognitive Assistant for
A Data Scientists (CADS)

IBM Machine
Learning for z/OS

A
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IBM Machine Leamning for z0S

Churn Data Analysis

Chumn Data Analysis

File Edit View Insert Cell Kemel Help
File Edit Vi

Insert Cell Kernel Help

+ = AB A2 v MEC Code v & CellToolbar
B + =3B ++ HEC Code v B CelToolbar
In [3]: %ebrunel data( ) %(QUARTER_VEAR) y(CHURN_RATE) bar tooltipi#all) cqeULGSi= NI CIReREM R TER : ascending) tooltip(#a In [4]: | inport org. apache. spark. sql. SparkSession
: =800, height=500
: width=800, height=300 CHURN_RATE /lioad dats from DB2 for z/0S using JOBC driver
e w YEAR: val chuznData = spark, zead, format ('} dhc).
Gutlal: QUARTER: options (Map(“driver” —> “com. ibm. db2. jcc. DE2Driver”,
2 QUARTER_YEAR: 201 “wrl® -> “jdbe: db2: /9. 125. 72. 72:430 /LOCDBIL",
i “user” = “tusero1”, “password’ —> “cddeshop”,
- R e “dbtable” —> “S. CUST_SUN")). Load()
churnData. show(5)
22
» | CUST_ID|SEX|AGE |EDUCATION| INVESTUENT|  IHCOME|ACTIVITY |CHURN| ¥RLY_ANT | AVG_DATLY_TE|YRLY_TE | AVG_TH_ANT| NEGTVEETS | STATE| EDUCATION_GROUP | Twi ttex D | CHURN_LABEL |
1008530880 | F| 84| 2|114568. 000 | 3852852. 000 | 5| olfoo2s.00.01780790627a0408] 3352090, 3| Txl|Bachelors degzee| ol false|
0
. |1000544000|  F| 44| 2| 90298000 | 3848843. 000 | 1l olreeerr.o 347|  2095. 0400390625 2| CAlBachelors degree| ol false
|100953d260| F| 23| 2| 94881.000|3217364.000| 1| 1|578084.0]0.920548021 7933655 336| 1723 H Bachelors degree| ol true|
|1008574010| F| 24| 2|112080. 000 | 2458218. 000 | 4] 1]470864.00.9945210218420565 363|  1207.419921875 2| Wa|Bachelors degree| ol true |
|1008878620| F| 67| 5| 84638. 000 | 2428245. 000 3l old4s615.0]0. 91780799627 30408 5335|1333, 179931640625 3| crl Doctorate| ol false|

only showing top 5 rows

Churn Rate

In [5]: import org.apache. spark.sql. functions. _

val groupedByState = churnData. gzoupBy ("STATE").
agg (avg ("THCOME") s “mean_income”)
groupedByState. show(5)

—
|STATE| mean_income|
.

|

|

|

|

|

5C|32230. 0000000
4Z|25862. 1609195 |
La|26734. 8831168 |
0| 25064, 2842105
NI|31334. 1979708 |
[ —+

1014 2014 014 sa14 115 2015 15 sq15 1216 2016 3016 Q18

only showing top 5 rows

IBM Machine Learning for 2/0S

IBM Machine Learning for z/OS

Churn Data Analysis

File Edit  View Insert Cell Kemel Help
= o+ A + % M EC Code v CellToolbar
File Edit View Insert Cell Kernel Help v Y Ave T AMT "NCOME
+ A B 44+ MHEC Code v CellToolbar In [8]: | %brunsl data(’ churnbara’)
% (5E)) v (Fcount:linear) color (CHURN_LABEL) stack bar tooltip(#all) sort(SEX) interaction(select) filter (CHURN_LABEL) axes(x: CGENDER, ¥) legends (none)
xEAr_‘TIVIT\') y(lvw\;nt:(l).nenx) cclwx)(CHU'F.NJEABEL) s\-ck)b‘x tooltip (#all) ?th(A)Ar.‘TIVI’l("{) cpw;:).(y(l:wl:(v(lwn) N ¢ 9 e
i H i % (EDUCATION_GROUP) y (#count: Linsar) colox (CHURN_LADEL) =tack bar tooltip(#all) sert(#count) opacity (#selection) ases(x:'*,y) legends(none.
Distribution by churn i width=000, height=H00
out (8]
. CHURN_LABEL -
[7):  %Mbrunel data( ata’ ) - e o
%(AGE) ¥ (#count:linear) color (CHURN_LABEL) bin(AGE) interaction(select) stack bar tooltip(#all) filter (CHURN_LABEL) foo 2080 CHURN_LABEL
x(AVG_DAILY_TX) v (#count:linear) color(CHURN_LABEL) opacity(#selection) bin(AVG_DAILY_TX) stack bar teoltip(zall) ¢ 1800 ":r‘::=
% (AVG_TX_AMT) v (#count:linear) color (CHURN_LABEL) opacity (#selection) bin(AVG_TX_AMT) stack bar tooltip(#all) axes 1600
x (INCOME) y(#count:linear) color (CHURN_LABEL) opacity(#selection) bin(INCOME) stack bar tooltip(#all) tooltip(7all) oo0
i1 width=800, height=600
CHURN_LABEL | fyse. true - 500
7004 CHURN_LABEL
faise [l oo
true [l 0 5 J
00500 05 10 15 20 25 30 35 40 45 50 55 60
RETivITY
s00
000
500
S e el o
070 075 0.80 085 09 09 100 T

23 " AcGE AVG DAILY TX T T
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aly Churn Data Analysis
File Edit View Insert Cell Kernel Help
B + 3 A B T~ ¥ M B C | Code v = CellToolbar

Vs

In [4]: dimpoxrt org.apache. spark. =ql. SparkSession

Siioad data from DFZ for .05 usipmg FORC driver

wal churnData = spark.zread. format(”jdbc™).
options (Map (“driver” —» “com. ibm. db2. joc. DE2Driver”,
“url” —» “jdbe:db2: /B, 125. 72. T2:430/L0OCDE1L",
“user” —» “tuser0l”, “password” —» “cddeshop”,
“dbtable” —» “SA4.COST_STM™) ). loadf)

churnData. show(5)

| CUST_ID|SEX|AGE|EDUCATION|INVESTMENT| INCOME | ACTIVITY | CHURN | YRLY_AMT| AVG_DATILY TH|YRLY TH| AVG_TH_AMT|NEGTWEETS | STATE | EDUCATION GROUP | TwittexID|CHURN_LABEL |
|1o0a530860]  F| 84| 2|114368. 000 | 3852852, 000 | 5| 0| Fo0259. 0|0, 91780 79952730408 | 335 | 2090, 320085359375 | 3| TH|Bachelors degree| al falze|
|1009544000]  F| 44| 2| 20298, 000 | 3849543, 000 | 1] 0| 726977, 0|0, 9506550242614 745 | 347| 2095, 0400390625 | 2|  Cal|Bachelors degree| al falze|
|1009534260]  F| 23] 2| 94881, 000 |3217364. 000 | 1] 1|572084. 0|0, 920548021 7953655 | 336| 1723, 4599509375 5| Ca|Bachelors degree| ol true|
|100a574010]  F| 24| 2|112099. 000 | 2435218, 000 | 4| 1]470964. 0|0, 9945210215429565 | 363 | 1297. 419921575 | 2| Wal|Bachelors degree| ol true|
|1o0as73620]  F| 67I 5| 84638, 000 | 2425245, 000 | 3| 0446615, 0|0, 91780 79962730408 | 335|1353. 179951640625 | sl Tl Doctorate | ol falze|

onlyw showing top 5 rows

In  [E]l: dimport org. apache. spark. sql. functions. _

wal groupedByState = churnData. grouphy (TSTATE™).
agez (avg ("INCOME™) as “mean_income™)
groupedByState. show(5)

| STATE | mean_income |

| 5C| 32250, 0000000 |
| az|z5362. 1609195 |
| Lalz6734.8831169 |
| wM|z25064. 2842105 |
| Wrlsi334. veToTos|

only showing top 5 rows

24 © 2017 IBM Corporation
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ChurnModelTraingWLabel

25

File  Edit

+

In

In

In

View Insert  Cell Kernel  Help

=3B v MEC Code v = CellToolbar

[4]:

[8]:

[B]:

Use CADS(Cognitive Assistant of Data Science) to train & recommend the best model automatically from DT and LR

Sl Feature defint tion

wal genderIndexer = new StringIndexer().zetInputCol ("SEX"). setCutputCol {“gender_code™)
wal statelndexer new StringIndexer (). setInputCol ("STATE"). setOutputlol (“state_code™)
wal labellndexexr new StringIndexer (). setInputCol ("CHIURN_LAEEL™). setQutputCol (“1abel”)

wal featuresbszzenbler = new Vectorissembler (), setInputCols (Array( AGE”,
TACTIVITY®,
“EDUCATION,
“NEGTWEETS” ,
“INCOME®,
“zender_code”,
“ztate_code”) ). setOutputCol ("featurez")

ASelect model sutomsticslly In candidste algorithm — Logistic Regression SV or Decision Tree?
wal 1r = new LogisticRegression(). setRegParam(0. 01). setLabelCol ("1abel™). setFeaturesCol ("features™)
wal decizionTree = new DecizionTreeClassifier (). setMaxFinz(50). setlabelCol ("1abel”). setFeaturesCol (“features”)

ACognitive Assistant Ffor Dsts Scientists — predict model performance bssed on sampled dats

wal learnerz = List(Learner {"DT", decizionTree), Learner ("LE", lzx})

wal cads =|CADSEstimator (). setEvaluator (new BinaryClazsificationEvaluator ().
zetMetricName (“arealmderROCT) ).
zetlearner=z[learners).
zetEeepBestNLearnersParam (3],
zetTarget (Target (“rawPrediction”, “label™)]).
zetlumSampleFoldsParam(2)

wal pipeline = new IEMSparkPipeline(). zetStagez (Array(labelIndexer, genderIndexer, stateIndexer, featuresdssembler, cads))

wal model = pipeline. fit(trainingDF)

© 2017 IBM Corporation



IBM Machine Learning

BT - ZBTR

Evaluate the trained model and draw the ROC curve

In [1]: dmport com. ibm. analytics.ngp. pipeline. evaluate. _
import com. ibm. analytics. ngp. pipeline. evaluate. JsonMetricsModel.
impoxt SPTay. jSon._

wal metrics = [valuator. evaluatelodel (NLFroblenlype. DinaryClass it ier, model, testhF) |

println(z"Binary Metric: $imstrics. azInstanceOf [BinaryClassificationMetricsModel]. toJ=onl ™)

//Saving the model on file system if needed:
Smadel. saveTolocalPath { Bfusr2l/churnfodel T “fhome/Bfusr2l/model. tar. gz}
Connections. setEnvironment {“dew”)

Connections. setMetaServiceHost (“http: //9. 30, 188, 110:126017)

model. sawe (“stewe ChurnCAD5Hode1")

println(“Medel saved successfully, you can view and deploy in the model management dashboazd”)

Finary Metric: [“recallByThreshold”: [[“threshold”:1.0, “netric”:0.8018691588785047), [“threshald”:0.0, “netric”:1.0}], “precisionByThreshald
R”:0. 967266 7669004566, " fileasurefyThreshold”: [ [“threshold”:1.0, “netric”:0. 3437662811736045]), [“threshold”:0.0, "metric”:0. 3T842617162961977.
reshold :1.0, “metric”: 1.0}, {"threshold”:1.0, "metric”:1. 0}, “arealndsrROC”:0. 94951210435 2566T}

Model saved successfully, you can view and deploy in the model management dashboard

In [8]: wal rocCurwe = metrics. asInstanceOf [BinaryClassificationMetricsModell.xoc.map{ case ThresholdMetricModel(x, ¥ => (=, )}

In [0]: wal rocDF = spark.createDataFrame (rocCurve).
withColumnRenamed(”_1°, “FFR").
withColunnRenamed("_2", “TPR”)

rocDF. show(3)

| FER| TPR|

0.0| a0l
|0. 00284485021 3371266 | 0. D01860158878504 7 |
| 1.0] 10|

only showing top 3 Tows

26
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Whddlar magic https: Abrunelvis, org/far/Spark—kernel-brunel-all-2 & jar —f

Starting download from https://brunelvis, org/jar/spark-kernel-brunel-all-2, 3, jar
Finished download of spark-kernel-brunel-all-Z. 3. jar

‘runel datal ) 2(FPR) y(TPR) line tooltip(#all) axes(x: Pozitive Rat

ROC
10+
03 /

08

=
=

2
o

True Positive Rate
= =
- o
I

=
wa

=
o
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IBM Machine Learning for /05 (1) BM Machine Leaming o

Dashboard Models Deployments
_ Deployment overview

(&)

MODEL NAME MODEL ID QWNED BY DATE CREATED DATE UPDATED ~ STATUS VERSION ACTIONS

TentCADSNotebookModel 5 steve ACTIVE 1
ChurnCADSModellLR 4 steve ACTIVE 1
BankingChurnLRMode! 3 steve 19 11:50 ACTIVE 1 AP details
ChurnCADSModel 2 steve 19 11:49 ACTIVE 1
Scoring endpoint m
GhumGADSWithNotebook E 7-02-19 Th:de e
Number Of Invacation ]
Create deployment .
Update 27244 ms

Delete

IBM Machine Learning for z/0S Request headsr

My Projects > Bank_( t_Analy > Run_Classifier_Scoring

File

B +

s e inken fom (BM

Edit View Insert Cell Kemnel Help Trusted | mokshaspark2.0.2 - Scala O

@b 4% MEC  Markdown v = CellToolbar

Senured ifthe request body is s

call scoring for deployment #3 -- CADS notebok

Evaluation R

In [8]: import scalaj.http.Http
import scalaj. http. HttpOptions

STARTTINE ENDTIME

“Record”: [40,1,3, "N, “NY, 7, 15000011

wval result = Http(Thttp: /9, 50, 166, 110: 10080/l /scoring /spark /deploynents/3/predict ), postData(”
header (“Content-Type”, “application/json’).
header ("Authorization”, “Bearer eyJhbGci0i]SUslxiilsInREcCIAIkpIVC]Y. ey]1c2VySHQi01] zddV2ZST=In] ey I6InhOdHB 2018 vd2hhdGV2ZTvd; IvaWR1bnRpdHk iLCTf
option (HttpOptions. readTimeout (50000) ). asString

println(result)

HttpResponse ( { "EDUCATION™: 3, “gender_code”:0.0, “features”: {"values”: [40.0, 1.0, 3.0, 7.0, 150000.0,0.0, 36.0]} AGE”:40, TSEX": W, TNE
GTWEETS”: 7, “INCOME”: 150000, 0, “state_code”:36.0, “rawPrediction”: {"values”: [1. B04784380003537, - 1. 604784389005637] ], ACTIVITY :1, “STATE": “N¥”, “prob
ability”:{"values”: [0. 8326860076877922, 0. 16731380231220784]} |, 200, Map (Access—Control-Allow-Methods —» Wector (POST, GET, OPTIONS, PUT, DELETE), &
ccess-Control-Allow—Origin => Vector (#), Content-Length —> Vector(336), Content-Type —> Vector({application/json), Date => Vector (S, 19 Feb 201
7 12:08:59 GNT), Status —> Yector (HTTR/1.1 200 0K}, E-Powered-By —> Vector (Servlet/3.1)})
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Dashboard Models Deployments

Evaluation highlights Model health

MODEL EVALUATION TIME -~ METRICS THRESHOLD RESULT
BankingChurnLRMaodel 2017-02-22 00:00:02 areallnderPR 085 075
80%
BankingChurnl RModel 9017-02-21 00:00:03 areaUnderPR 0.85 075 Health Index
BarkingChurnLREMadel 2017-02-20 00:00:04 arealUnderPR 0.85 075
) o - o 5 MODELS IN TOTAL
BankingChurnLRMaodel 2017-02-19 12:13:54 areallnderPR 085 075 - 1 models have been highlightad
Spark status Top models by number of invocations Top models by average elapsed time
Nurmhber of invacatinns Averane elapsen time(ms]
Alive workers 8 - .
e 4275% N o
LOresin use: 64 Total, 28 Used
. 15.63% 60
Memoryinuse: 47510 GB Total, 28 GE Used
Applications: 7 Bunning, 81 Completed a0
URL -
spark://ibmwml-deploy2 fyre.ibm.com: 7077
.:.'C: mCADEWithNotckook steve/BankingChunRMed:  ove ':-;_ i CADSWthNotchook steve/ChurmCADEModel
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