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议程

• 动机与背景

• 大数据平台演进

• 设计理念

• 系统架构

• 底层 - 硬件及计算引擎

• 中间层 - 容器平台

• 顶层 – 前端交互及IDE

• 工作流程

• 展望

抽象！

性能！

便利！



背景 – 工业大数据分析和AI应用

维护成本降低 更科学、高效的决策与管理生产过程改进工艺改良



设备寿命预测/健康管理



风机叶根螺栓故障预测



目标

• 数据分析需求的演进

• 数据 + 算法 + 计算力

• 企业私有云



面临的问题

• 机器学习/深度学习并不是唯一需求

• 大数据平台,  机器学习平台，深度学习平台，服务平
台

• 多平台？

• 统一平台？

• 企业级私有数据科学云平台



大数据平台演进

• HPC vs Big Data

• 深度学习催化

• HPC + Big Data
– 高速互联

– 加速器 
（Accelerators）

– 快速存储

– MPI on Hadoop

– 云端融合



数据科学平台的设计原则

• 对接现有大数据平台，软硬件资源重用

• 资源虚拟化，弹性化

• 一站式，全流程，模块化

• 高性能，高可用

• 多租户，合作，共享

• 易扩展，可用户自定义



平台系统架构

计算资源
CPU GPU FPGA ASIC

其他硬件资源
Memory, Storage, Network 

Hadoop生态圈组件
HDFS，HBase, Zookeeper，Yarn，Kafka，

Flume, OpenTSDB等

高性能分布式计算引擎，深度学习框架
Python, R, Spark, XGBoost, 

Tensorflow, MxNet, Caffe/Caffe2等

部署

运维

监控

管理

租户

容器云管理

机器学习 数据挖掘 流处理 图计算 全文搜索 异构数据存取
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底层：性能优化 – 高速内联，CPU, 存储

• 远程直接数据存取（RDMA）的全面使用 
– HDFS, Ceph 

– Spark

– Tensorflow 

– GPU Direct RDMA

• 动态编译技术（JIT）
– Numba,  PyPy

– Tensorflow XLA

– SQL 优化 (Spark Tungsten, LLVM)

• 混合存储优化
– Alluxio



底层：性能优化 - GPGPU

• 深度学习框架
– Tensorflow, caffe, MxNet, Torch… 原生支持

• GPU数据库作为分析中间件或前端交互式分析
– MapD,  BlazingDB, PGStrom, BlazeGraph, Kinetica

• Python (BLAS, FFT, RAND,scikit-learn) 的GPU
优化
– cudamat, scikit-cuda, Accelerate, pycuda, H2O4GPU

• Spark 的GPU优化
– IBM GPUEnabler, Spark-GPU, DL4J



底层：性能优化 - 深度学习框架通信优化

• 实现在Spark上的SVRG (stochastic variance 
reduced gradient)优化方法

• 计算和通信重叠
– 计算步骤与GPU-CPU内存拷贝重叠

– 计算步骤与网络数据交换和更新重叠

• 混合通信方式
– 通过参数服务器传
递小规模梯度

– 通过P2P交换大规模
梯度



底层：性能优化  - 推理优化之通道剪枝

• 通道剪枝 （Channel Pruning)
– 使用LASSO 来选择剪枝目标

– 使用最小二乘来最小化重构误差

– 在不影响准确率的前提下可以达到3倍的推
理速度提升

– 同时减少了运行时的内存/显存占用



中间层：容器化编排与调度

基于Mesos+Docker的容器化编排与调度系统



中间层：容器化编排与调度-系统架构

支持Spark、Tensorflow以及其他较为流行的机器学习和
深度学习框架



中间层：容器化编排与调度-运行Spark应用



中间层：容器化编排与调度-运行Tensorflow应用



中间层：镜像管理与自定义镜像

• 运行环境和开发环境的用户自定义

• 支持在线定制和保存镜像文件

• 支持用户上传镜像和配置服务



中间层 + 前端：资源虚拟化，弹性管理和分配



前端：在线开发环境 – Jupyter Notebook

• Jupyter项目旨在开发开源软
件、开放标准和用于跨越数十
种编程语言的交互式计算服务

• Jupyter notebook作为web应
用，提供创建、编辑包含代码，
方程式，图表以及描述性文字
的文档，可用于数据清洗、转
换、统计建模，数据可视化，
机器学习等方面

• 功能强大，大量的使用者，开
发者和Notebook资源共享

• 可视化交互式分析组件丰富

• 可扩展 (Kernel, Widgets)



前端： Jupyter Notebook的使用及扩展

• BeakerX by Two Sigma

• Pixiedust by IBM

• SkySmartNB by SkyData



前端：部署

• 使用Tensorflow Serving 的 ModelServer 和gRPC协议
部署tensorflow模型

• 使用python 的可视化库(matplotlib, bokeh, seaborn, 
plotly， ipywidget…) 和 python web应用框架
(Django, Tornado,  Flask…)快速 部署可视化及动态
视图和报表

• 通过web应用框架来转换和部署Restful API 服务

• 所有部署使用可选择的docker镜像，端口映射和URL部
署均通过mesos来协调和调度



大数据系统导出分析所需
全量数据到本地CSV文件

数据分析整体流程前后比较

全量CSV文件导入远端
SQL Server数据库

使用SQL进行数据预处理
导出至本地CSV数据文件

本地使用JMP/SPSS客户端
数据分析和可视化，截图

使用Word生成报告，发布
数据，程序，报告打包

1. 大量数据传输，迭代
2. 分析性能受限于于本地端硬件
3. 本地软件端配置复杂，功能受限
4. 难共享，难发布
5. 难复现，难重用登录数据科学云平台
启动Jupyter Notebook

使用内置模块在线开发
可视化，在线用MarkDown报告

部署成在线服务，或者
直接分享Notebook



机器学习分析典型流程

数据读取：
文件
数据库
Alluxio
云存储

数据操作：
交互式可视化分析
数据转换
数据清洗
特征工程
数据序列化和存储

模型：
模版选择
参数配置
模型训练
模型评估
模型调优

大数据量模型的离线训练
大规模计算的任务提交
离线开发应用的云提交
离线批量预测任务的提交

在线部署：
动态报表
预测模型
API

在线

离线



案例：齿轮箱故障预警模型初探

10s级别原始SCADA数据

聚合为分钟级别数据 降噪自编码器进行滤波

数据格式转换，清洗，存储

时间序列分析探索：
异常值(outlier)
缺失值(missing value)
聚合(aggregate)
统计标量(summary metrics)
可视化探索

预测模型探索：
滑动平均
时间序列分解
指数平滑
向量自回归
逻辑回归
支持向量机
神经网络

LSTM网络训练



展望

• 在线IDE模块及模版的终端用户的自由定制/JupyterLab

• 公有云部署与CloudML API支持

• 更多针对时序型及实时数据的优化

• 更多内置的模型和行业模版

• 更多内置交互式可视化组件

• AutoProfile

• AutoML



谢谢！
Ling.Ni@sky-data.cn


