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摘#要" 分类是知识图谱构建中的一个重要问题&但是目前多数中文百科都采用人工编辑的方式为词条添加分类&

耗费人力并且存在漏标和标错等问题$ 为此&提出一种自动识别百度百科人物领域下全部实体并添加分类的方

法$ 对百度百科词条已有的分类'属性和副标题进行实体集拓展&使用马尔科夫逻辑网络方法联合推断词条的分

类$ 实验结果表明&与支持向量机和逻辑回归算法相比&该方法在实体识别的精确度和召回率方面性能均有所

提升$
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"*概述

知识图谱最早由 5""/#+提出&利用知识图谱可

以对搜索结果进行知识系统化处理&使关键词获得

完整的知识体系$ 从本质上来看&知识图谱是一种

语义网络&其结点代表实体或者概念&边代表实体与

概念之间的各种语义关系$ 知识图谱的直接推动力

来自于一系列实际应用&包括语义搜索'机器问答'

情报检索'电子阅读'在线学习等
(&)

$

在知识图谱中&实体的分类信息描述了实体所

属的概念域&对实体的解释和用户理解具有重要意

义!如苹果属于水果&水果又属于植物"$ 同一分类

下的实体具有领域相关性&如具有相似的属性$ 百

度百科'互动百科等中文百科都已有分类专题&由人

工编辑词条的类别$ 实体分类有利于知识结构化'

层次化的展示$ 分类其实也是为实体标注上层概念

的过程&对于构建中文知识图谱中的.0G2/关系很有

帮助$ 但由于目前中文百科实体分类仍需要人工编

辑&并且主观因素影响较大&漏标和标错现象非常严

重&因此迫切需要一种能够自动识别某一类别下实

体的方法为中文知识图谱中的实体添加分类$

百度百科约有 **% 万词条&其中人物分类下的
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词条就有 !') %&+ 个&占了总体的近 &%!$ 百度百

科中出现的人物词条都可以认为是名人&有很强的

社会影响力&也是搜索中出现的高频人物&挖掘出这

些人物信息非常有价值$ 例如在分词任务中&对于

.武汉;市长;江大桥 / 和 .武汉市;长江;大桥 / 这

两种分词歧义&如果有了名人知识图谱&将不再出现

这样的歧义
($)

$ 目前百度百科的分类体系还不健

全&据统计 "%!的词条在百度百科里是没有分类信

息的&对于这部分词条里的人物词条&就需要从其他

数据源来推断&例如词条的属性'副标题等#此外&有

些人物词条虽然没有人物类别的标注&但是有人物

相关的其他分类&例如词条.赵薇/&她有演员'歌手

等分类信息&但是没有人物的分类&那么首先要挖掘

出人物大类的相关分类&例如演员'歌手等&然后从

人物相关的分类'属性特征和副标题等角度推断出

这个词条是人物$ 本文从已有的分类'属性和副标

题 " 个部分入手分别拓展人物词条集合&再使用马

尔科夫逻辑网络 !12,:"M U"/03%+*P",:&1U%"对

上述" 类拓展后的证据进行联合推断&以优化整体的

人物识别效果$

百度百科的原始数据由 " 个部分构成*目前词

条下由人工编辑的分类信息&词条属性的结构化信

息&重名多义词的副标题$ 本文将这 " 个方面作为

数据源来判断词条是否在人物分类下&首先对 " 个

部分的数据各自进行推断&然后使用 1U%联合推

断方法对其进行融合推断&以提升准确率和召

回率$

!*相关工作

!.!*马尔科夫逻辑网络

面对海量的网络信息&如何处理信息的复杂性

和不确定性问题是人工智能和数据集成的难点之

一$ 为解决这类问题&统计关系学习 ! 9*2*0G*032#

R+#2*0".2#U+2,.0./&9RU"方法和概率图模型!D,"O27

O0#0G*035,2(4032#1"H+#&D51"被相继提出$ 9RU通

过逻辑表示'概率推理'机器学习和数据挖掘等方法

获取关系数据中的似然模型&D51则将概率统计信

息与数据的结构信息相结合&主要涵盖了贝叶斯网

络 ! F2I+G02. %+*P",:& F%"' 隐 马 尔 科 夫 模 型

!?0HH+. 12,:"M 1"H+#&?11"'神经网络 !%+),2#

%+*P",:&%%"等方法
(")

$ 人们迫切需要一种模型将

逻辑表示方法和概率方法结合起来$

1U%在 $%%! 年被美国华盛顿大学的 S"'0./"G

和 R0342,HG". 首次提出$ 该网络可以将统计关系学

习和概率图进行较好的结合&比纯逻辑方法和纯概

率方法能更好地解决上述问题$ 1U%是一种统计

关系学习框架&具有强大的描述能力'逻辑推理能力

和处理不确定性的能力$ 从处理不确定性问题看&

1U%为一阶谓词附加权值&可容忍知识库中存在不

完整和互相矛盾的知识&具有较好的处理不确定性

问题的能力#从概率统计方面看& 1U% 为描述

12,:"M 网络提供了简洁有效的方法$ 目前&1U%

已成为人工智能'数据集成和机器学习等领域的研

究热点&具有广阔的应用前景
(!)

$

!.&*实体集拓展

实体集拓展!-.*0*I 9+*-N(2.G0".&-9-"的目标

是实现自动化地从文本或 A+O 页面获取一个特定

目标分类下的所有实体$ 例如给定首都的种子集合

0罗马&北京&巴黎 1&一个实体集拓展系统应该从

A+O 页面里抽取出所有的其他首都&例如莫斯科和

伦敦$ 目前实体集拓展系统已经应用在很多领域

中&例如字典构建'词义消歧和提问建议
(*)

$

近年来&实体集拓展系统在学术界和工业界得

到了很大的关注!例如 5""/#+9+*G"$ 多数实体集拓

展系统都采用 F""*9*,2((0./ 的方法 !例如 S6DR-&

9."PO2##等"$ 传统 F""*9*,2((0./ 方法的主要缺点

是拓展边界和语义偏移的问题
(()

$ 目前有$ 种策略

来解决语义偏移的问题*&"基于排序的方法$ 该方

法基于一个假设*排名高的实体更可能是目标分类

下的实体&其通过一个排序算法来挑选出可信度较

高的模式和实体#$"基于互斥限制的方法$ 该方法

同时拓展多个分类&并且由预先给定的分类之间的

互斥属性来决定拓展界限
(')

$

鉴于百度百科数据的特征&本文借鉴上述 $ 种

策略并且引入马尔科夫逻辑网络的方法进行联合

推断$

本文采用 1U%联合推断方法来进行实体识别$

为处理数据缺失的问题&首先从开放分类'属性和副

标题 " 个方面分别拓展数据源&扩充 D,+H032*+数据

源#然后通过马尔科夫逻辑网络的方法将三方面的

数据源联合起来进行联合推断&从而提升推断的效

率$ 如图 & 所示&通过分类方面的拓展将得到

&2*+/",I 和 D+"(#+&2*+/",I $ 种 D,+H032*+数据&而通

过属性的拓展将得到 L**,0O)*+和 D+"(#+L**,0O)*+数

据$ 同时多义词的副标题数据源拓展将会提供

R+#2*+H 信息&即 $ 个词条是相互关联的$ 通过上述

D,+H032*+数据可以进行联合推断&判断出哪些词条

是 D+"(#+$

($$
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图 !*人物分类马尔科夫逻辑网络无向图模型

&*开放分类拓展

##百度百科现有的人物分类下的开放分类共有

&&$ 个&分为自然科学'人文领域'社会科学'文学领

域'军事领域'艺术领域'体育领域'虚拟人物 + 个领

域&其中各领域还有各自分类&例如自然科学领域又

分为科学家'医学家'数学家'物理学家'化学家'农

学家'农业学家'古生物学家和医师&如图 $ 所示$

图 &*百度百科人物开放分类

&.!*基于 B==@4@61552>I 的模式学习

F""*9*,2((0./ 方法是一种弱 !半 "监督学习方

法&其形式化描述如下*

给定标注数据集 )和未标注数据集 1&不断重

复如下过程*

&"使用标注数据集 )训练分类器 U$

$"用分类器 U 对为标注数据集 1进行标注

分类$

""在分类结果中选择可信度比较大的标注数据

子集&进行如下操作*).1M

3

)&101M

3

1$

!"如果满足终止条件&则退出 F""*9*,2((0./ 过

程#否则返回步骤 &"

(+)

$

人物分类拓展的 F""*G*,2((0./ 方法步骤如下*

&"选用人物分类&使用该分类下的&&$ 个开放

分类!如图 $ 所示"以及所有包含 .人物/字符串的

分类&这些所有分类名称在做并集操作以后被作为

种子集合 >$

$"根据 >&在表 & 所示的百度分类中查找出所有分

类字段含有 > 中任一元素的词条$ 表 & 记录了百度百

科中人工编辑的分类信息&其中实体由词条的标题和副

标题共同表示!如果副标题存在的话"&分类就是当前

百度百科人工给该实体编辑的分类$ 对百度百科爬取

的页面解析后共得到 &$ "$! $($ 条数据&这些词条就被

加入到.人物/实体集 &$ 例如词条.约翰7洛克菲勒/

的分类是.人物/&那么词条.约翰7洛克菲勒/就被加

入到了人物实体集 &中$ 又例如词条.王强4!中国大

陆歌手"/的分类是.歌手/&.歌手/是种子集合 > 里的

一个元素&因此&.王强4!中国大陆歌手"/也被加入到

了.人物/实体集&中$

表 !*百度分类

实体!标题 .副标题" 分类

约翰7洛克菲勒 人物

王强4!中国大陆歌手" 歌手

王强4!中国大陆歌手" 明星

##""对于人物实体集 &中的每一个元素&将其与

表 & 中的的实体字段作匹配&提取出该条数据的分

类字段&若分类字段不在 > 中&则加入到候选分类集

合 @中$ 例如.王强4!中国大陆歌手"/词条分类为

.明星/&而.明星/不在集合 > 中&那么.明星/就被

加入到候选集 @里$

!"对于 > 中任一元素 A和 @中的任一元素 -&

若存在 &中的一元素 3&! 3&A"和 ! 3&-"均存在于

表 &的分类字段中&则可计算出相似度 >./.E7<.,+

!A&-"!相似性计算见 $$$ 节"$

*"如果 >./.E7<.,+!A&-" 3

)

!

)

为设定的一个阈

值"&那么认为 -也是描述人物的分类&将 -加入到

集合 Q中$ 计算1Q1&如果1Q1/%&则满足终止条件&

退出 F""*9*,2((0./ 过程&否则 > .Q

3

>& &/

0

&

@/

0

&Q/

0

&返回步骤 &"$

&.&*S1@;I=6F 之间的 e1??16D相似度

在 $$& 节中提到计算 >./.E7<.,+!A&-"&即计算$ 个

&2*+/",I 之间的相似性$ 本文使用 >2332,H 相似度来衡

量 $ 个&2*+/",I 的相似度&定义如下*对于$ 个&2*+/",I

数据A和-&在表 & 中分类字段为 A的数据对应的实体

字段的集合为 >&&同理得到@&&那么*

>./.E7<.,+!A&-" /

>&

;

@&

>&

&

@&

但是&在实际计算 >2332,H 相似度的过程中存在

以下问题*首先&计算次数太多&需要算相似度的

D20,达到了十万级&每对 D20,都要进行一个交和并

运算&计算量非常大$ 另外&由于百度百科有 **% 万

'$$



####### 计#算#机#工#程 $%&' 年 " 月 &* 日

词条&计算相似度时维度可能会非常大&并且 F""*7

9*,2((0./ 还需要迭代多次&因此&十分需要一种降

维'提高计算效率的算法$

&.$*基于 E2>T1CH的 e1??16D相似度计算

$ 个集合经随机排列转换之后得到的 $ 个最小哈

希值相等的概率等于这 $ 个集合的>2332,H 相似度&但

对大规模特征矩阵进行显式排列转换是不可行的&因

为其计算量过大&耗时较多$ 然而可以通过一个随机

哈希函数来模拟随机排列转换的效果&该函数将行号

映射到与行数大致相等的桶中$ 因此&可以不对行选

择 9 个随机排列转换&取而代之的是随机选择 9 个哈

希函数 U

&

&U

$

&3&U

9

作用于行$ 在上述处理的基础上&

就可以根据每行在哈希之后的位置来构建签名矩阵$

首先令 >2V!.&N"都初始化为
8

$ 然后对行 <进行如

下处理*计算U

&

!<"&U

$

!<"&3&U

9

!<"$ 对每列 N进行

如下操作*如果 N在第 <行为 %&则什么都不做#否则&

如果 N在第 <行为 &&那么对于每个 ./&&$&3&9&将

>2V!.&N"置为原来>2V!.&N"和 U

.

!<"之中的较小值$

最后&$ 个集合的 >2332,H 相似度就是 U! >

&

" /U!>

$

"

的概率$

$*实体属性拓展

$.!*相似实体排序模型

如图 " 所示&百度百科中人物与非人物在 0.="O"N

中的属性有着很大差异&为区别描述任务的和描述非

人物的属性&将人物'人物下的开放分类'包含人物字

符串分类的词条都确定为人物实体&作为正样本 &$

百度百科已有的分类体系中已分为了 &$ 个领域&如

图 !所示&负样本则是从除人物外的&& 个分类中均匀

抽样&构成非人物的集合 #$ 然后统计这些 &中元素

的属性和 #中元素的属性&通过比对这两组属性的集

合&发现人物与非人物的属性有着非常大的差异$ 人

物识别本质就是一个二元分类问题&是否拥有某条属

性则是进行分类的重要特征$

图 $*百度百科信息

图 %*百度百科已有分类体系

##本文统计出了人物与非人物的属性以及它们出

现的频率&其中描述人物的属性共有( $*+ 个&描述

非人物的属性则有 &% ('% 个$ 将这些属性都作为特

征来对词条分类显然是不可行的*&"经过统计发现

许多属性都只在一个词条中出现过&如果使用这些

属性作为特征的话将得到一个稀疏矩阵&既浪费了

空间&又对分类的帮助不大#$"百度百科有 **% 万词

条&每个词条用一万多特征来分类的话&计算量过

大#""特征信息存在很大的冗余&如 .出生日期/和

.星座/&由.出生日期/可以推断出.星座/&同时保

留这两个特征就造成了信息的冗余$ 由此看来&对

特征的降维十分必要并且切实可行$ 那么特征的选

择就是下一步要解决的问题$

$.&*特征选择

特征选择
())

过程一般由产生过程'评价函数'停

止准则'验证过程 ! 个部分组成$ 本文采用基于关

联规则的特征选则 .最优优化搜索的方法来进行特

征选择
(&%)

$ 产生过程的主要任务是搜索特征子集&

提供特征子集给评价函数$ 本文的产生过程采用最

优优化搜索!F+G*J0,G*9+2,34&FJ9"算法&这是一种

完全搜索方法&算法描述如下*首先选择 #个得分最

高的特征作为特征子集&将这 #个特征加入到一个

长度无限的优先队列中&每次从队列中拿出得分最

高的子集&然后穷举向该子集加入一个特征后产生

的所有特征集&将这些特征集加入队列
(&&)

$

本文的评价函数采用基于关联规则的特征选则

算法!&",,+#2*0".7O2G+H J+2*),+9+#+3*0".&&J9"&这是

一种经典的过滤器模式的特征选择
(&$)

方法$ 特征

子集的质量高低是用相关性来衡量的&这种衡量方

法的前提假设是*好的特征子集的特点是其所包含

的特征与分类的相关度较高&与此同时特征之间的

相关度较低!也表示冗余度低"$

本文调用 A+:2中特征选择的相关接口&以 FJ9

算法搜索特征子集&用 &J9来作为评价函数&对人物

识别的特征进行降维&最后在近 &( %%% 个 J+2*),+中

选择 (! 个特征来对词条进行分类
(&")

$

$.$*分类器的选择使用

本文采用了逻辑回归和支持向量机这两种分类

器分别对同样的样本进行分类&并对这两种分类器

的多个衡量指标进行对比
(&!)

$

本文的特征值都是 %&&&用 % 代表该词条没有此属

性&& 代表该词条有此属性&所以&因变量都是离散的&

比较适合采用逻辑回归或者支持向量机这两种分类器$

本文采用 :7折交叉验证的方法来进行性能评估$

+$$
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%*实体副标题的确定

%.!*启发式方法

启发式方法是一种根据经验规则进行发现的方

法&其特点是在解决问题时&利用过去的经验&选择

已经行之有效的方法&而不是系统地'以确定的步骤

去寻找答案
(&*)

$ 本文通过对人物词条副标题的分

析发现&绝大多数副标题都是用人物的职位'职称'

职业来概括人物$ 如图 * 所示&联想到在人物的

0.="O"N 中经常出现职业'职称'职务的属性&并且描

述人物的分类也多是关于人物的职业方面的描述&

如.歌手/'.演员/等$ 所以&本文采用启发式的规

则来识别人物&用副标题中是否含有人物职称'职

务'职业信息来判断此词条是否为人物$ 首先挖掘

人物的职业'职称'职务信息&从百度 0.="O"N 中抽取

属性是职务'职业'职称的值&得到集合 !&然后再获

取描述人物的分类集合 #&$/!#&$是关于人物职

务'职业'职称的描述集合$

图 P*百度百科副标题示例

%.&*匹配方式

首先利用 6WL.2#IE+,分词工具对每个词条的副

标题进行分词&然后使用从后向前叠加的方法与职

业'职务'职位信息进行匹配$ 如副标题.中国著名

男歌手 /&首先进行分词&得到 .中国 /' .著名 /'

.男/'.歌手/以及他们的词性$ 接下来查看.歌手/

是否在集合 $中&若存在则断定该词条是人物&结束

匹配$ 否则查看.男歌手/ !.男/ ..歌手/"是否在

集合 $中&同理依次匹配.著名男歌手/'.中国著名

男歌手/$

中文相较于英文有一个很大的特点是中心词在

后面&即尾重原理$ 百度百科的副标题也符合这个

特点&副标题的中心词往往在后面&如.中国著名男

歌手/&中心词是 .歌手/&前面都是对 .歌手/的修

饰$ 所以&在做职称'职务'职业信息匹配时应从后

向前匹配&这样可以提高匹配的效率$ 另一方面&叠

加匹配是为了提高人物识别的准确率$ 如图 (所示&

电影.致青春/副标题是.赵薇导演电影/&分词后得

到.赵薇/'.导演/'.电影/&从后向前匹配则依次匹

配.电影/'.导演电影/'.赵薇导演电影/$ 这三者

均不是在集合 $中&所以判断该词条不是人物&而如

果不是使用叠加匹配的方式&仅仅是对分词后得到

的每个词匹配的话&.导演/在集合 $中&.致青春/

将会被判定是人物&产生了错误&降低了人物识别的

准确率$

图 )*&致青春'副标题

P*基于马尔科夫逻辑网络的联合推断

上面已经从分类'属性和副标题 " 个方面分别

做了实体集拓展&但是 " 种方法是做独立判断的&相

互之间并没有关联&但实际上&" 种方法可以相互补

充&互为推断条件&因此&本文引入 1U%方法来进行

联合推断&提升实验效果$

P.!*马尔科夫逻辑网络

12,:"M 逻辑网络 )是一组二元项!K&-"&K表

示一阶逻辑规则&而 -是一个实数
($)

$ 再和一些常

量一起&就定义了 1U%*在网络中的每个谓词的每

个实例化作为一个节点&在 1U%中的每个一阶逻辑

规则 K作为一个特征&并且权重为 -$

一个简单的马尔科夫逻辑网络实例如表 $

所示$

表 &*马尔科夫逻辑网络实例

命题 一阶逻辑规则 权重

酗酒导致高血压 K

&

*

+

4&%<!4"

<

*+!4"

&$$

如果两人是朋友&他们可

能都酗酒&可能都不酗酒

K

$

*

+

4&

+

+&K<!4&+"##

#

<

!%<!4"

=

%<!+" "

%$+

P.&*人物分类马尔科夫逻辑网络

本文从分类'属性和副标题 " 个方面得到证据

谓词&具体解释如表 " 所示$ 根据已有的证据谓词&

本文定义如表 ! 所示的一阶逻辑规则$

表 $*证据谓词解释

证据谓词 解释

7,,!0&7" 实体 0有属性 7

N7,!0&N" 实体 0属于分类 N

<0E7,08!4&+" 实体 4和 +是同义词

3063E0F,,<.X:,0! 7" 7 是描述人物的属性

3063E0L7,0G6<+!N" N是描述人物的分类

)$$
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表 %*一阶逻辑规则

命题 一阶逻辑规则

实体有表述人物的属性&则该实体是人物 K

&

*

+

0&

+

7&7,,!0& 7" :3063E0F,,<.X:,0! 7"

<

3063E0!0"

人物实体的属性是表述人物的属性 K

$

*

+

0&

+

7&&063E0!0":7,,!0&7"

<

3063E0F,,<.X:,0! 7"

实体属于人物相关的分类&那么该实体是人物 K

"

*

+

0&

+

N&N7,!0&N" :3063E0L7,0G6<+!N"

<

3063E0!0"

人物属于某分类&则该分类是人物相关的分类 K

!

*

+

0&

+

N&3063E0!0":N7,!0&N"

<

3063E0L7,0G6<+!N"

实体 4和实体 +是多义词下的两个词条&则一个实体是人

物&另一个实体也是人物
K

*

*

+

4&

+

+&<0E7,08!4&+"

<

! 3063E0!4"

=

3063E0!+" "

多义词实体的反身性 K

(

*

+

4&

+

+&<0E7,08!4&+"

=

<0E7,08!+&4"

##本文使用了华盛顿大学提供的 2#34+'I 工具&在

提供了证明谓词和相关一阶逻辑规则后&1U%学习

分为结构学习和参数学习
(&()

$ 参数学习是指在 1U%

结构确定的前提下&进一步学习和优化模型的参数$

)*实验结果与分析

).!*实验数据集

百度百科的 ),#基本格式如下* 4**(*;;O20:+$

O20H)$3"';M0+P;$)+"+&$4*'&最后的数字是页面

6S$ 百度百科页面 6S是连续的&这为网页爬虫的实

现带来了极大的便利&只需要不断递增 KRU的 6S

项即可爬取百度百科中的所有页面$

爬虫仅仅是爬取了所需要的整个页面&还需要

一个解析的过程来抽取需要的信息$ 经过上文对百

度百科人物特征的分析&解析出如表 * 所示的内容$

该表记录了百度百科中存在 0.="O"N 的词条的属性

信息$ 其中&实体同表 & 中的定义&属性就是 0.="O"N

中出现在.*/前的内容&值就是对应属性的值$ 如歌

手王强的出生地是湖北省宜昌市&如表中第$ 行所示

存储$ 解析爬取的页面共得到 $ %%' ")) 条这样的

数据$

表 P*百度信息表

实体!标题 .副标题" 属性 值

邓肯7弗格森 专业特点 前锋

王强4!中国大陆歌手" 出生地 湖北省宜昌市

电车 发明日期 &++& 年

##表 ( 记录了百度百科中出现的多义词$ 其中&

第 & 列是词条的标题&如人名王杨&而第 $ 列副标

题就是多义词里对该词条的进一步的描述&共得到

了 $)& !&& 条数据$

表 )*百度副标题

标题 副标题

王杨 王杨4!安徽师范大学教师"

假面 假面4!瑞典 &)((年英格玛7伯格曼执导电影"

假面 假面4!盗墓笔记>广播剧片尾曲?假面"

##表 ' 记录了百度百科中出现的同义词&示例如

图 ' 所示&当在百度百科中搜索陈平&会显示.陈平/

与.三毛/是同义词$ 在表中一行代表一组同义词&

从百度百科中共解析出 ! !*" 条类似的数据$

表 (*百度同义词

实体 & 实体 $

月亮4!中国大陆演员" 许十云

爱情4!韩国 &))+ 年发行电视剧" 我怕恋爱

基德4!怪盗基德" 怪盗基德

图 (*同义词示例

).&*实验方法及结果

($$$&#分类拓展实验

统计人物'人物开放分类'含有人物字段的分类

共 &$ $+' 个$ 根据这些分类在 F20H)32*+/",I 中一共

找到 (") '%$ 词条&确认是人物的集合 >$ 再在

F20H)32*+/",I 中查找这些词条 的 &2*+/",I&共有

)$ "+* 个$ 除去原 来的 &$ $+' 个 &2*+/",I&剩下

+% &%! 个候选的 &2*+/",I&并将这些 &2*+/",I 按在已

有人物词条 > 中出现的次数排序$

&<0N.A.69,=是排序的前 =个样本的精确度&即

前 =个样本里是正样本的个数除以 =$ 本文人工标

注了前 *%% 个 &2*+/",I&计算 &<0N.A.69,=$ 实验结

果如图 + 所示$

图 '*=?LHAEAGBfJ 曲线

%"$
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##可以看出&前 *%% 位的 &<0N.A.69,=并没有明显

递减的趋势&由此可知仅采用 &2*+/",I 在已有人物

集合 > 中出现的次数作为评判 &2*+/",I 是否与人物

相关是不可取的$

($$$$#属性拓展实验

根据已确定人物集合 >&在 F20H)0.="O"N 表格中

共找到 ( $*+ 个属性来描述这些人物&并且统计这些

属性 在 人 物 词 条 中 出 现 的 频 率$ 再 在 整 个

F20H)0.="O"N 中统计共有 $! '"* 个属性&可以看到

有近两万的属性只用来描述非人物&由此看来人物

与非人物的属性方面存在很大的差异$

&"人物属性和整个百度百科属性分布特征的

比较$

首先根据属性在人物中出现的频率统计在人物

词条中出现 #次的属性的个数!#从 & 到属性出现

的最大次数"$ 然后计算出现 #次的属性个数在所

有描述人物属性所占的比例$ 最后计算从出现 & 次

到#次的属性所占比例的累积和$ 同理&在整个百

度百科的属性中计算累积和$

属性分布特征如图 ) 所示&其中&横坐标是属性

出现的频率&纵坐标是出现了 #次的属性在所有属

性中所占比例的累积和$ 实线是百度百科所有属性

的分布特征&虚线是人物的属性的分布特征$ 从图

中发现百度百科的属性和人物属性的曲线几乎重

叠&说明两者符合一致的分布特征&也说明仅通过属

性的频率分布特征难以得到人物与非人物分类$ 通

过此图同时可以看出大部分属性只出现了少于

$% 次&只有少数的属性出现的次数较多&这充分地说

明了特征的选择非常重要&如果以每个属性的有无

作为一个特征&那么将得到一个十分稀疏的矩阵&既

会降低效率&又对分类模型的建立没有什么帮助$

图 R*属性分布特征

##$"逻辑回归和支持向量机分类器的建立$

在上文所述的 > 集合中&查找在 F20H)0.="O"N

中出现过的词条作为正样本$ 在百度百科除人物外

的 && 个类别中均匀取样&将在 F20H)0.="O"N 中出现

过的词条作为负样本&共得到 &"! '&! 个负样本'

+( !)' 个正样本&共 $$& $&& 个样本$

根据这 $$& $&& 个样本&在 F20H)0.="O"N 中共找

到 &$ &+% 个属性$ 以某词条是否有此属性则可以得

到 &$ &+% 个取值为 % 或者 & 的特征$ 在上文已经分

析过&此处需要降维&进行特征选择$

本文采用 &J9.FJ9方法进行特征选择&最终

得到了 (! 个特征$ 下面分别采用逻辑回归和支持

向量机 $ 种分类器建立分类模型&并用十折交叉检

验的方法来评估分类器的性能&结果如表 + 所示&可

以看出&9!1的效果明显优于逻辑回归方法&无论

准确率还是召回率都比逻辑回归要高$

表 '*$ 种方法的效果比较

方法 准确率 召回率 J7G3",+值

逻辑回归 %$+!' %$+!' %$+!'

支持向量机 %$)%& %$++* %$+)$

1U% %$)&* %$+)" %$)%"

($$$"#马尔科夫逻辑网络实验

本文使用了华盛顿大学提供的马尔科夫逻辑网

络工具 2#34+'I&数据集与 ($$$$ 节使用的相同&在

与传统的逻辑回归和支持向量机分类器比较后&发

现马尔科夫逻辑网络无论是准确率还是召回率都比

传统方法效果有所提升$

(*结束语

分类是构建中文知识图谱中的一个重要环节&

实体的分类信息描述了实体所属的概念域&对实体

的解释和用户理解具有重要意义$ 而当前各种中

文百科均是通过人工编辑的方式来为实体分类&漏

标和标错现象非常严重&这给中文知识图谱的构建

带来了问题$ 因此&本文提出一种领域识别的方法

为词条自动添加分类$ 以人物领域为例&识别出该

分类下的实体&并为这些实体添加人物分类$ 这种

自动添加分类的方法也可以推广到其他的分类中

去$ 本文使用了联合推断的方法%%%马尔科夫逻

辑网络!1U%" &在前期进行了大量的数据拓展&给

出合理的一阶逻辑规则$ 实验结果表明&与逻辑回

归和支持向量机方法相比&本文方法可有效提升分

类效果$
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