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…
国办[2015]70号：国务院办公厅关于推进分级诊疗制度建设的指导意见

…
国家七部委联合发布：关于印发推进家庭医生签约服务知道意见的通知

（国务院医改，办国家卫生计生委，国家发展改革委，民政部，财政部，人力
资源社会保障部，2106/5/25）

…

国家层面

不信任
看病难
看病贵

…

患者层面

• 患者源问题（不接受，不信任）
• 签约率15%，目标2017 - 30%

• 工作能力问题
• 能力：社区医生 << 三甲医院医生

• 工作负担问题（目前已很吃力）
• 预期800+户/医生，2000+人/医生

社区医院/医生

• 工作负担过重，日门诊量 20~100+ （分科室）
• 问诊无法细致
• 工作状态无法保证
• 就医环境无法保障

• 工作价值降低，最高达95%病例可由基层医院解决
• 医生培养与科研受阻（时间体力分配）

甲等医院/医生



常识型问题自动回复
自动随访（人文关怀）

异常提醒

健康档案自动导诊

不同于普通垂直搜索，所有文档
被索引到知识图谱的节点和子图
上，首先对用户输入文字进行语
义理解，在知识图谱找到对应节
点与子图，然后检索文档，让搜
索更精准，高效。并具有一定知
识推理推荐能力。

知识库辅助问诊
（基层医生临床）

知识库辅助学习
（基层医生培训）

精准知识搜索（查找）
• 名词解释搜索
• 全科临床指南搜索
• 医患问答数据搜索
• 医生经验搜索
• 相似病例搜索（需数据源）

临床问诊辅助（提醒）
• 知识库实时查询，检索
• 基于知识问诊路径建议
• 易误诊病情区分建议
• 医患沟通方式建议
• 病情风险预测辅助

利用大数据分析与主动学习摸型
建立问诊决策辅助。利用深度学
习技术可视化易误诊疾病。并提
供区分参考办法。利用自然语言
理解与机器学习技术提高沟通效
率，预测疾病风险。

提升基层医生工作能力 提升基层医生工作效率

利用自然语言理解与主动学习摸
型建立常见问题自动回复能力。
模型具有自学习能力逐步提升问
题覆盖率。回复内容受人工控制。

通过基于规则的自动随访与人文
关怀系统，搜集用户健康数据，
利用机器学习技术预测异常与风
险，并提出健康及康复建议。

利用自然语言理解与知识图谱对
一般疾病进行交互式导诊。患者
交互信息经自动处理用于医生临
床诊断并附有医疗建议。

利用自然语言理解关联用户信息
并半自动建立结构化健康档案。
用于精准医疗大数据分析。为医
生提供精准医疗建议。

+ +
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问题转换为知识

• 问题分类
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• 常见意图分类
• 问题语义模型
• 知识库构建



知识挖掘APIs

https://microsoft.sharepoint.com/teams/DMEI/SitePages/API_Overview.aspx
Release Homepage (in Feb, 2016):

1. Document Parsing
a) Input: document in covered format (Word, PowerPoint, SharePoint, Web Page, PDF, etc.)
b) Output: XML file of input document
c) Detail: Office File Extractor Web API

2. Acronym Mining (entity discovery)
a) Input: document in target format
b) Output: acronym-expansion pairs
c) Detail: Acronym Web API

3. Entity Definition Mining (entity discovery and enrichment)
a) Input: document in target format, target entity (optional)
b) Output: definition of entities
c) Detail: Definition Web API

4. Entity Conceptualization (entity semantic representation and relation mining)
a) Input: target entity or concept
b) Output: top concepts for this entity, or top entities for this concept
c) Detail: Concept Web API

5. Document Tagging
a) Input: document in target format
b) Output: semantic tags (phrases)
c) Detail: Tagging Web API

6. Table Mining (entity discovery and relation mining)
a) Input: document in target format contain tables (explicit table, visual table, logical table)
b) Output: a List of class that reflect the relation between people and projects
c) Detail: Work On Web API

7. QA Pair Mining
a) Input: document in target format
b) Output: explicit QA pairs, implicit QA pairs
c) Detail: QA Extractor Web API
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Computing
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knowledge base

https://microsoft.sharepoint.com/teams/DMEI/SitePages/API_Overview.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/Office_File_Extractor_Web_API.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/Acronym_Web_API.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/Definition_Web_API.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/Microsoft_Concept_Web_API.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/Tagging_Web_API.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/WorkOn_Web_API.aspx
https://microsoft.sharepoint.com/teams/DMEI/SitePages/QAExtractor_Web_API.aspx
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• Kable 1.0
• Knowledge Mining API (Enterprise Dictionary)

• Kable 2.0 (FAQ Mining)
• Conceptualization (Text Similarity)

• Conceptualization (Probase)
• Knowledge & Text embedding

数据获取，存储，管理，预处理，索引

What knowledge users need?

Where is the knowledge I want?

Connect two graphs
• Entity level
• Intent vs knowledge
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Output

Web/Input Docs
FAQ Extractor

• QA pair
• Context meta

QA Extractor
Source Discovery

• Auto
• Manual

Tool: 
• Manually add/select data source (URL, documents)
• In site example labeling for auto extraction

FAQ 
Pairs

QA 
Pairs

Intent Taxonomy
• Domain, entity, 
• Intent, schema, condition

Semantic Tagging
• Domain, entity, 
• Intent, schema, condition

Data: 
• QA pair index
• With context meta

Tool with user interaction

Question Linking
• Knowledge powered
• Un-structure + structure

Active FAQ Builder

Facts KB 
Extractor

Semantic 
KB Learner

Knowledge service: 
• Knowledge bases

Data Source

Learning models and tool 
• Intent taxonomy learning, question classification, knowledge 

powered question similarity learning, user interaction tool

• Domain
• Entity + semantics
• Intent

• Question + paraphrasing
• Conditions
• Answer

Bot FrameworksApplications QA Knowledge Base

Deliverable
• A unified service + tools with UI
• High quality domain data in e2e scenario
• Large scale open domain data available to use

Digital 
Doctor

Customer 
Service

Web/Enter
prise QA

Connection

• Bot engine
• Bot framework
• Bot kit
• API.AI
• Chatfuel
• Layer.com
• Facebook Messenger

输入：
• 互联网来源用户健康问题的提问

输出：
• 用户主要意图与不同的自然语言表达

实验数据：
• 一次性抓取，解析问答2000万条
• 日增量2万条
• 用于计算样本维度10万维向量



结构化字典抽取
• 名词：疾病，药品，检查，治疗手段，
症状，医生，科室，医院

• 别称：中文别名（含俗语），英文名
• 属性：症状，病因，治疗等。

关系抽取
• 实体间关系，如表现为（疾病，症状）
• 知识前提抽取，如治疗（药物，疾病）|非孕妇
• 规则（Rule），A and (B or C)| not E => D

实体附加知识抽取（含主动学习）
• 问答数据（问题，答案，回答人等）

• 显示问答
• 隐式问答
• 非文档化知识主动学习
• 问题分类
• 意图（及schema）学习

• 文章片段（指南等）
• 概念表示（概念实体，向量表示）
• 向量表示（DNN）

知识库建立 知识库检索 问题理解

用户意图理解
• 实体识别（NER）

疾病，症状，药品，检查，指标值等
• 实体链接 (Entity Linking)

与知识库中实体的链接，规则的匹配
• 意图分类（Intent Classification）
• 条件填充（Schema Filling）

用户交互方式
• 自然语言描述
• 多轮自然语言交互
• 自然语言描述 + 复选框
• 自然语言描述 + 动态推荐选择



常识型问题自动回复
自动随访（人文关怀）

异常提醒

健康档案自动导诊

不同于普通垂直搜索，所有文档
被索引到知识图谱的节点和子图
上，首先对用户输入文字进行语
义理解，在知识图谱找到对应节
点与子图，然后检索文档，让搜
索更精准，高效。并具有一定知
识推理推荐能力。

知识库辅助问诊
（基层医生临床）

知识库辅助学习
（基层医生培训）

精准知识搜索（查找）
• 名词解释搜索
• 全科临床指南搜索
• 医患问答数据搜索
• 医生经验搜索
• 相似病例搜索（需数据源）

临床问诊辅助（提醒）
• 知识库实时查询，检索
• 基于知识问诊路径建议
• 易误诊病情区分建议
• 医患沟通方式建议
• 病情风险预测辅助

利用大数据分析与主动学习摸型
建立问诊决策辅助。利用深度学
习技术可视化易误诊疾病。并提
供区分参考办法。利用自然语言
理解与机器学习技术提高沟通效
率，预测疾病风险。

提升基层医生工作能力 提升基层医生工作效率

利用自然语言理解与主动学习摸
型建立常见问题自动回复能力。
模型具有自学习能力逐步提升问
题覆盖率。回复内容受人工控制。

通过基于规则的自动随访与人文
关怀系统，搜集用户健康数据，
利用机器学习技术预测异常与风
险，并提出健康及康复建议。

利用自然语言理解与知识图谱对
一般疾病进行交互式导诊。患者
交互信息经自动处理用于医生临
床诊断并附有医疗建议。

利用自然语言理解关联用户信息
并半自动建立结构化健康档案。
用于精准医疗大数据分析。为医
生提供精准医疗建议。

+ +







Web Documents

Personal Documents

Medical Dictionary (Knowledge Graph)

Knowledge (base) Manager (Editing, Confirmation)

Dictionary Knowledge Mining
• Entity Attributes (definition etc.)
• Entity Relation

FAQ Extraction

Question Clustering

Ranking

Recommendation

(Active Learning)

Personal Knowledge 

Extraction

QA

Questionnaire

Patient

User Interaction

Semantic Computation

AI 
SERVED
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No
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User

三叉神经痛手术多
少钱?

微创介入治疗费用1.5—1.6万元，

入院押金1.5万元，多退少补。

<xml>
<ToUserName>gh_6c65e56ad5d7</ToUserName>  
<FromUserName>o08tKszmu1my1dPSg1GsYKwE2Y</FromUserName>  
<CreateTime>1459326201</CreateTime>  
<MsgType>TEXT</MsgType>  
<Content>三叉神经痛手术多少钱</Content>
</xml>

<xml>  
<ToUserName>o08tKszmu1my1dPSg1GsYKwEGc2Y</ToUserName>  
<FromUserName>gh_6c65e56ad5d7</FromUserName>  
<CreateTime>635949230017133444</CreateTime>  
<MsgType>TEXT</MsgType>  
<Content>微创介入治疗费用1.5—1.6万元，…。 </Content>
</xml>

HTTP PostUser Input through 
WeChat Client

WeChat Server Service Server

Response
Answer through 

WeChat

API

Knowledge Learning
• FAQ discovery and extraction
• Medical dictionary learning
• Active knowledge learning

Knowledge Computing
• Question understanding
• Answer understanding 
• Active conversation modeling

Knowledge Service
• FAQ
• Feedback collection
• AI + HI 

Tool 
(HI)

675M MAU
55% open 10+ times a day
20% open 30+ times a day



实体识别与链接

实体识别
疾病：“三叉神经痛”
症状：“拉肚子”
药品：“阿莫西林”
治疗：“血管减压术”
检查：“核磁共振”
检查指标：“大于2.56”
时间/时长：“一个多月了”

实体链接
实体-实体链接
描述-子图链接(意图分类)

知识库建立

实体等价知识库：
拉肚子 = 腹泻 = …

实体概念知识库：
三叉 IsA 脑外科疾病

实体关系知识图谱
治疗（青霉素，扁桃腺炎）

文档增强知识图谱：
用户意图知识（问答）
相关文档索引知识（指南）
精准回复条件知识（CIKM）
可计算知识表示（DNN）
可比喻知识（Metaphor）

知识计算

语义相似度计算
问题-问题
问题-答案（知识库）
问题-答案（自然语言）

知识推理
理性推理（符号推理机）
灵感推理（DNN+随机算法）

推荐系统
警示：易误诊，用药冲突
推荐：健康建议，专家观点

价值：
• 知识数据
• 知识抽取与编辑工具

价值：
• 作为云服务
• 算法模型

价值：
• 作为云服务
• 算法模型

数

据

源

用

户

交

互



Data Sources
数据源接入层

Clinical Data
半结构电子病历

Web Public Data
公开非结构医学文本

Human Knowledge
未文档化专家知识

Knowledge Mining
知识挖掘层

Knowledge Management
知识存储，管理层

Knowledge Computing
知识计算层

Application
应用层

Medical Knowledge Graph
医学知识图谱

QA Data Index
医学问答知识索引

Knowledge Sharing
常识知识扩展与知识共享

Powered by:
• Azure storage
• Trinity graph engine on Azure
• Bing index and retrieval 

Semantic Retrieval
语义搜索

Knowledge Inference
医学知识推理

Knowledge Extraction
事实与关系知识图谱挖掘

Question Answering
点对点自动问答

Healthcare Management
健康管理与医疗随访

Medical Research Assistant
临床医学科研辅助

Channels:
• Azure could service
• As mobile app
• Social channel: WeChat

Deep Knowledge Computing
深度知识计算

Extensibility:
• Unstructured text data
• Semi-structured documents
• Multimedia data

QA Extraction
问答知识挖掘

Deep Knowledge Extraction
深度知识挖掘

From entity to semantics
• Concept ontology 
• Entity variances
• Metaphor learning
• Knowledge translation
• …

Core technologies:
• Kable
• Probase
• QA (NL) understanding

From entity to semantics
• Intent learning
• Knowledge powered text 

similarity
• Distributed Knowledge 

representation …

Core technologies:
• QA intent learning
• Domain Probase
• QA (NL) understanding

• Knowledge sharing 
management 

• Cross domain common 
sense knowledge 
integration

• …







• 医院医生痛点：负担过重，同时负担医疗，教学，科研任务

• 医：有效临床患者量问题

• 临床治疗：医生很累，患者不满

• 医生负担过重，病人分摊时间过短，导致医疗质量降低（态度，病情了解，过度医疗，疗效），患者不满

• 信息高度不对称，患者听不懂，对医生不理解，医患矛盾严重，很难建立良好中长期医患关系

• 市场竞争：医院需要高质量客户资源并带来盈利

• 普通医院：医院需要知名度与门诊量，市场推广压力大

• 知名三甲医院：很多患者非目标客户，浪费大量医疗资源，挂号费便宜，患者数量大并不能带来盈利

• 教：花费大量时间学习与教学，包括临床教学（不可能大量学生同时收益）

• 研：科研文章数量，研发领先技术对医院和医生发展非常重要

• 医生没时间做：临床压力大，无大量时间做高质量研究，已出现论文外包案例

• 难于获取数据与数据分析：医生获取本院数据已非易事，大量数据无标注，院间数据难共享，医生没有易用的大数据分析辅助工具

• 不知道什么研究更有价值：很多研究是从医生角度出发，非患者临床需求出发

• 患者痛点：信任问题是核心

• 该信谁：患者不知信谁，网络大量信息不敢信，普通医生不敢信，导致利用专家级别作为先验概率选择医生，治疗中对医生猜忌

• 看不上：由于大医院大专家的可信度先验概率高，患者挂号难，很难找到更好沟通渠道，沟通时间短，很难解决问题

• 消耗大：医疗费用高昂，长遇到重复检查，随时担心被过度医疗

• 政府痛点：摸索推行互联网+ 医疗，推行分级诊疗，还需时间见到实际效果

• 分级诊疗：推行困难，除政策指导外，还需患者接受，需为基层医院提供决策辅助，提高基层诊疗质量

• 医保负担：并非所有症状都需要马上治疗，如何患者自诊，如何帮助民众做好疾病防控



Conversation 
Model

Passive 
(Response) 

Model

Active Model
(display, data collection)

Single Topic

Implicit
(Predictive)

Explicit

User 
Cooperative

Aims to get response from users 
according to goal of machine

Aims to give response to users for 
satisfying intents of users

User 
Uncooperative

User knows goal of the 
conversation, actively give response 

for requests from machine

User does not know goal of 
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experience if unnatural 
request from machine

Multiple Topic

Open domain, need to 
drive conversation to 

target topic
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in conversation

Topic 
transition 

Direct question 
from machine

Sensitive question for user, 
combine with  prediction model

Response 
Independent

Response 
Dependent

Whether next request 
rely on previous 

response from user 

Challenges:
1. How to lead the conversation from source topic to target topic
2. How to propose request naturally during conversation (Timing)
3. How to  combine with prediction model by decomposing machine goal into new requests
4. How to adaptively determine next request for hidden goals
5. How to generate natural language question according to goal of machine

Retrieval Based Learning Based
(DNN)

Hybrid
(with rules, KBQA and 

manual)

Retrieve existing text as 
response from conversation 

data collection

Generating response 
through training on 
conversation data 

Single Loop
(Response)

Session Model
(Context)

RLMT, DCGM [3]

AWI based on encoder-decoder[4]

Sequence to Sequence [5]

Academic Work

NRM for STC [2]

Academic Work

NRM for STC [1]

Academic Work

Microsoft XiaoIce, Facebook M, Baidu Dumi…

Industry Work (Most are hybrid models)

One input - one response model
Conversation 

history 
dependent

Select 
deterministically 
from a fixed set 

of possible 
responses



知识库建立 知识计算 用户交互

• 知识字典建立
• 问题：对疾病，症状，药品，检查，治疗，医

院，科室等名词建立字典
• 难点：信息抽取与结构化，同一名词不同说法的

学习（专用语，通用语）
• 对应技术：

• Kable: 信息抽取与结构化
• Enterprise Dict APIs
• 可借用技术：translation model 

• 关系知识图谱建立
• 问题：建立疾病，症状，用药，检查，治疗，科

室，医院的关系知识图谱
• 难点：显式与隐式关系抽取与学习
• 对应技术：

• 显式：Kable + RNN/CRF
• 隐式 : Conceptualization + DNN

• E.g. 药品冲突，易混淆疾病

• 知识文档索引
• 问题：将医学文档信息，如临床指南，个人问答

数据分类到知识图谱对应位置建立索引
• 难点：文本语句，段落，章节分割索引
• 对应技术

• Kable - QA Mining （Explicit + Implicit）
• 可借用技术：Malta (Bing), Doc chat 

• 长文本问题理解
• 问题：因医疗问题较长，长文本问题的意图与上

下文理解作为输入层第一步
• 难点：问题意图ontology, schema建立，在线意图

识别
• 对应技术：

• 问题意图识别（NER, Semantic Clustering 
etc., knowledge based text classification）

• 可借用技术：LUIS (需中文)，Entity Linking 

• 交互式问题理解
• 问题：很多医疗问题需多轮交互且医生主导，如

何建立多轮交互了解用户意图
• 难点：基于知识图的有条件知识学习数据来源
• 对应技术：

• Conditional Knowledge Learning (CIKM16)
• 可借用技术：conversation bot 

• 信息检索
• 问题：理解用户意图与上下文后，结合知识图谱

的推理与文本索引寻找答案
• 难点：知识图谱索引推理与文本检索的混合检索

模型
• 对应技术

• 子图定位，语义检索，混合排序
• 可借用技术：Bing ranker, Trinity 

• 主动知识学习的交互
• 问题：作为知识库学习的一部分，如何通过大

数据分析主动向人类专家提问，并补充进知识库
• 难点：问题筛选与生成
• 对应技术：

• 文本聚类，排序（Kable2.0 范畴）

• 被动服务中与用户的交互
• 问题：如何看懂用户需求并返回用户看得懂的答

案，可能需要多轮交互
• 难点：专业术语对通俗语言的翻译
• 对应技术：

• Metaphor Learning
• 可借用技术：

• Personality 
• QnA 

• 服务交互中的主动推荐
• 问题：如何根据用户输入及上下文信息，基于知

识库给出合理健康建议及不合理行为提醒
• 难点：基于上下文和知识库的推荐
• 对应技术

• Context aware recommendation engine






