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What is Borg ?

——We are the Borg. Lower your shields and surrender your ships. We will add your biological and
technological distinctiveness to our own. Your culture will adapt to service us. Resistance is futile.



What is Borg ?
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cIuster management
system we internally
call Borg

admits, schedules,
starts, restarts,
and monitors

the full range
of applications that
Google runs.
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Figure 1: The high-level architecture of Borg. Only a tiny fraction
of the thousands of worker nodes are shown.
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SCRRERSIR (actual)
{REB&E (reservation)
[E] TR ( reclamation)
BREIZIR(limit)
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Schedule Policy

« prod task
~  XAELE , EmABF (Gmail , Google Search , Google Docs )
- JUHREIBER
- fOHBMRER e
« non-prod task
- HEANEEESS |, AEMRABF (Map Reduce )
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Schedule Policy
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Utilization == Money

« AMATEE X — N FAIERFRIE
?

- B2/, prodfnon-prod
AtaskiB S SIRFHE R PR

?
- RIREWATEEREEAF S 2
=IER ?

* SMATRI D RIRRLE ?
« Cell 2T ?




|
Utilization

©

Docane.io

B, B, #BERILUEITIXMNMR
FHs/\Cel BEE

« prodfinon-prod taskiB&iE1T , S&{E3%-
20%RICPUEE , (BELT5E20%-50%H91/185

+ taskiEKRIEIRALE/)\(0.001#% bytelt £iA77)8E
RTtESe

« FEIIEX (Google i HIBorgilf {7 ki 85 1 1)
iy




s) Dock

- [EERREENSELNIEET |, (ERPALL

CETFRAFA

- AERESTEMENSIRIERRE  HX

Fh R MR S EEn

- EHULHRIW R SR IRFIRERIET



@ DockOne.io
v Community of Docker

Kubernetesf
ARZLHBE




s) Dock

- AFBiTkubectiERxFEEZITHIdoCker
__________ \ ____//_ container(pod)
| « api serveriBiEK1FiEfEetcdEH

| —— L \ | [
scheduler api server J»|I etcd H « scheduler{3#f , HEH128

|  kubelet#Z B 2 FEE KM container ,
replication : Ez’:*ﬂ]kiﬁ?ﬁ.

controller master fire wall
[ N | . . .
y 1/ « FAPIRAZRCHEA | replication
node |_kubelet || kubeproxy | controlleris i EERFPRIS S FHRIFHE

- PRz servicelmiA 4 , Hkube

container proxyth ZEERN T ERER A

container

node

node




Difference

« EGooglefIELATHiTRISRE

TR

S 2 O

. C++igEB

« XERPAEMEEEKIFETZ
- BEHAERY EhEEs

Borg

s) Dock

« 201477 BRRIER , KE

BRIR

. {E}Eﬁ Dockerz=gg

OIEEHRE
B FJUJ_/xﬁM{E%’?'TE%‘Eﬁﬁ%
BHRIBESRRIF LB EEs

Kubernetes



s) Dock

Workload
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*¥188/IP vs Pod/IP

- TN AERIERIRO , AERRIPER

- (RUESMERRVEtERIIRSS &I/ fp B A RE iR
«Jobs43H vs Selector/Labels34H

- REERIEVESER
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Kubernetes Special

- fE@HHE

— rc, scheduler,persist volume...
- AFELULEpluginiOBENXSEH |, ¥ EIhse

- Bt
— api server, scheduler, controller, etcd, cadvisor, flannel...
- kubeletR A==

* XIFEMIEREIER
— GCE, Vagrant, Microsoft Azure, CoreOS, vSphere, Amazon Web
Service...
- SaltStackZEHF
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Summary

Kubernetes
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Future

- ZFHPIE(namespace)

- BEEFAK

o IRFHEEREINGE , 100->1k , 1EH)88

s FITHEHEFREE(Omega) , IBFHFIFZR
. BDREMNREN , proxy->Hix

- ZERERE

- BEREIREE



Relate Work @Huawei
[ |

M Google

I *independent

[ Red Hat

M FathomDB

W Huawei

I Core0S

M Zhejiang University
M Canonical

% Amadeus

M others
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CentOS baremetal{JEFZ A~
Heapster standalone 324470
bugEz

Ubuntu k8sFHERBIAFISI
Heapster kafka sink
Heapster elasticsearch sink
Bugfix, cmd.....
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Technology Lifecycle
||

] +IBM PC « Cobol
INNOVATE THE FUTURE . . + Dephi
g | 1 * Linux/Unix E JBp
«C/Java - 0S/360
. * Multics
» JavaScript . DOS
« PHP « Minix
. * Perl
* Windows + Microkernel
. Glt LN

% Kubernetes/Docker
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Technology Lifecycle
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The Long March

Requirements
Engineering
« Establish the

requirements

« Perform
requirements study
and analysis

« Elicit user
requirements

« Analyze
requirements

Deploy

Application
Architecture
and Design

« Define software
architecture

« Demonstrate
architecture

« Design solutions

Data Modeling

« Design logical data
model

Coding and Unit
Testing

« Prepare for
coding and unit
testing

« Develop code
« Conduct unit
test

Test Definition

« Define test
approach

« Create test plan

« Create test cases

Test Execution

« Set-up test
environment

« Execute test

« Transit test to
next level

Go Live
« Establish impl
approad

« Create impl. plan

procedures
* Manage impl.
« Provide Impl.
suppor
Transition

« Create transition
approach and

Engineering Plan

+ Business Requirements
Specifications /Project

+ Use Cases and Test
Cases.

Architecture Design
+ Application Design
+ Physical Data Model
+ Logical Data Model

« Specify SRS « Design physical supporting

« Verify and validate data model material
requirements « Enable transition

Requiremants + Rpplication B W v Bian

« Unit Test Cases
+ Code Specifications

Traceability

« Test Plan and Test
Cases.

« Test Environment
» Defect Tracking log
« Test Status Report

+ Command Center
Governance Plan

« Support Manual
« Transition Approach

You manage

Traditional IT

Integration

etworking

You manage

laaS

Integration

ge

You mana

JopuaA Aq pabeuepy

10puan AG pabeuepy

10puan Aq Pabeuepy
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Make Life Simpler !

TXBR




