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FERPIEMMT HIELEY runqueve, FEEBAF)HE 4 BIESI AT R HABNS), £ &
bitmap[J7N 1538 AN BT, R next A2 RIAT A B D 0(1), BHRIEST
MEAFHEFSEERN; HIFMERVITELIRERR. FH5HTTE Linux
) SMP I BASEH, EEITRT Linux fAEWE RS . RS T Linux2.6 1
BEEEHARE: 1. BAELRREIBREFEAANETRARN, FrUET
BHRERNER, NiZEXLRHENRES. 2. R4 A 58 5 BLikf2 0 B & B
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BERGEETIHHE, REBEES T REFHITE CPU FEE CPU, % Donor B
# Reciever B ERKILELIR CPU F1H /) CPU.

XK. THAEE, NHRESAE, Linx #ERAE, O)REHEE, HB8HNE

I



ABSTRACT

ABSTRACT

Since microprocessor was born, the enhancement of its performance has been
achieved by increasing its frequency, of which the upgrade requires a substantial
increase of the number of the transistors, requiring more power consumptions and
causing significant heat dissipation. When cpu's performance was restricted by the
semiconductor craft, people turned to multi-process architecture and proposed a new
concept of multi-core process.Nowadays, multicore processor has become the trend of
microprocessor and the utilization of multicore technology increases the performance of
microprocessors significantly. Furthermore, it puts forward higher requirements on the
scheduling strategy.

First, this thesis describes the background and the significance of the research,
introduces briefly the basic theoretical knowledge on process, thread and multi-thread
and scheduling policies on UP. After that, it outlines the implement of corresponding
hardwares on mulit-core and the current study of multi-thread scheduling.

And then,the O(1)scheduling algorithm and it’s implementation in Linux 2.6 kernel
are researched detailed.Data structure runqueue is added and it’s separated into two
parts:active and expired . Integrate with bitmap(],the time complexity of O(1) scheduler
is reached to O(1).The reallocation of the process’ timeslice becomes more timely and
the calculation of process’ priority becomes more simple than before. Then , it analyses
the specific implementation of the SMP and focuses on the load balancing system in
Linux. After that, three deficiencies of scheduler of linux2.6 are pointed out as follows:
1. no special considerations for the features of processes ,for the prices are different
when migration occurs among CPUs. 2. the lack of relativity of processes dispatched by
the scheduler.3. unnecessary load-balancing when the unbalance of loads is tiny in the
system. .

Finally, this thesis proposes a general template for load balancing, which is
signified with a four-dimension vector. The load balancing system of Linux is analysed
according to the factors in the module, where L factor for loading evaluation and S

factor for sheduling policy are concentrated. This thesis puts forward a Load balancing
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ABSTRACT

algorithm based on the utilization of resources for the shortages mentioned above. The
algorithm selects process to be migrated by calculating the CPU utilization and memory
utilization, statistic over load CPU and light load CPU, and matches the source CPU
and the purpose CPU according to Donor algorithm or Receiver algorithm.

Keywords: multi-core processor, multi-processor architecture, Linux process schedule,
O(1) schedule algorithm, load balancing
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1.1 1RSSR

M 20 A 70 FRTFLE, LEBAOKBR VLS, RG] XEoEH—
RX—RAEEE. BELEBERABEHESRES, FHPEERS, TLHE
R e kAR K,

1965 4E, Intel CEO XFBE/RIRI T E BRI BE/RER: IC LA EPKKAEER
H, A8K 18 MAESHN—F, HRtERA—F. ¥SFBEIZHAHARE,
MERTR T AR ERIRE, EE3T 21 tHE, ABBHMECEKIE 4GB, R
MRAEBEREFTHILA, ¥IUTZRETYEKR, BEFRESLEROME.
FHb, BAREITIRE FKRRAERE, FIRIIFEAFHIRE.

REBUERMRSEERBTHIE: —RFFJUTZNCERRE; &4
HRAEREHAORECIF. DABEBURZIIESBTERBGNE, HRAAR
KEARITHEREREN, RETEREEENES. &%, PHE—ED
A EEERBNEBNU ELERAZ, BIMAREFIESSET. BB8T. ¥
WiishldE. BHEET. B F. ZREF (TURNZEZME), XEHM4ME
BAEBNZHELERE . SRERBIEINTEITYELEZINEE,
B HRF ALBERITHE, XFTRIEREX ERIFHFATHAT.

ATROFBERBRIFITHRITRAOEREEAE, HAARAEERRETRNS
£:78 (Simultaneous Multi-Threading, SMT) HiR. £F2, A LAgE X CPU &R
i AR — N EARAL, AR ARSI T YRS RS JRT&ERN CPU
REGCRBURKb—ERIE, k. @i ZHXERERF BRI ERESE
BEANTHELAEE, REPITRERPXLESRNSELERFTHE. LT8R
BREIAZE, TG HEMMARITES SMT RS E, NHZELHESE
EHBEERMBRTREENFGE. B 1148 TEHARMLERERD,

EHRAEBURKE, MEERZRE THHEXRMB . §5% WASE
SR, AEMRAEEES A B REEAE S Z AR BLHHMHRRIEIK, R
BFRERZNASEONHENBENAATE, SRFENEKIZEREB TR
FidE. — T ERENREARZEMUNNERERZETESME, S5 ELE
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KINAEFRTFESTHEMEARERELRLERRE LET. HRRHS
XM THAREREAN, AFAMEEAXOERNERNE, XF
EHRMERREA P A EMREE DS HHRFERED,

CPUiRFE CPUSRE CPURA
F R IB iR ol ptk o B g
PATEIC| Cache $ATH#IL | Cache $ATHIC| Cache
(a) HiLH (b) BLERLEW
CPURZE CPURA CPURFE CPUR
T B E el iptd s G jpuikd T E
[ﬁﬁ‘ BT | Cache #iT8IE| Cache HITEIT| Cache
(c) BEREHA (d) BBRBREN
CPURAE CPUR A&
B8 ch 7S48
| wiew BTHT |
I Cache ]
(&) #FEcachefI BB RLEH
CPURTE CPURT CPURF CPUR T
P B e iR Gl i B8
PATHIT| Cache PATHIC| Cache

() RABEBREARNE LIEREH
B 1-1 B%5H. SABBEMUR D L2 R 55

WMATE 4 L. AR S LR B A B W INH Ae R IEBIRE
REGRERZOBRLAE, XHENINZBABRBEANYPE. EFHRXN
R, WEKEELRDE MEESEE. THAR. FEREZAFTEAT.
BEHTHNERSELBRRERBELEFHOASEER. FIHHRLK CPU A
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Halhik, A LERFEIHNERGREUNSRRERAHEA, KK
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TS AT, IG5 B — /R R AR R L R I A% 2
TR MR R — B,

RS A RS HH RBHNFTES. BETR, BAENESIEN
B, BN RE— MR . TES IR, B S M B
LA, KRELEEOESARAE. DRELHH I EREESR,
BA—EARE - BEAKTNHOMAENEAY, I REE—EHE
BHTHR. EFHRERE, ETAREXBESAE. HTFFRANE S
AT LA SRS AR R R RS, 7T M — B
Sk WS BT UK B — AR LR ETE— ML, T ARER
REEHSEIEA B LT, EREFRRES LM BRRR LR T 13
17HE3? RAMBREARRTERREERTRRE? EHEERRE LR
ARG+

XFEULABERGNAE, HSRERRORES AT, BTERR%
BENLRBEA, PARKSE, TN RS GR BRI,
EEHERT, — M AETNIINABBERLTH, TR LEBERLMR
7L AR S B AR R AR K BB . 0 T MR
R, TOLEBIFIREIAT, FTA AR — RIS, (TR
MT#E XU BOsERORTIIE, BET FANLRE. BH—FHEE
RRGEENGH, GH— M LBRRNKALREAE. HOREHENEH
AT R, TRF S — A S RALTEAT A I M0V SR VO LRI RAE .
AE—MEEBAR RGNS, ATRETREATRE, BENRTRE
AR,
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1. ZERAEBRGBREMAEHRR
ERFRETEEREMNRERR
Xt Linux2.6 N H O & &7
%f Linux2.6 £ 8358 R4 8 2t
RAEMRF R ETFREMARNABINERS

Lol o

1.4 8 304ANEEH

FXETROETERENBRENAE. B 2 FP, TENMEESEER
SRR — LRI 5 3 RN E Linux2.6 A RZIIA BN RILFE
i) 28 4 BRI —MERRN A RSEEE, R e 5T Linux K7 E#H
WHE RS, #% Linux A EHBIBRMEALRE TET SHEMN AR 785
RS B 5 EXAREHTEAMRL, BHBEMNTEE T M.



BE SREGNE KRR LA

FE ZHRARHE XK ARERM

2.1.1 #38

“HRE” X—ARE, 7 60 FERYIH, EHAEMAET T2H MULTICS &
i1 IBM AT K CTSS/360 ZRAEFBIAM, RATIE “HFE” & XA RPUTHIRE
FHE—NERES ENETIRE. &K, SEE#ELErErai.

BHEFERANERRE: 3. FRE. i, BOHMERRE (HE
BB BHEE UL RS REESIHR= 2 E ).

HBAEETRARNRTHEITRE, #ENERRESS:

FE (New): RINIGIZEHIERE, RIERZTHRFIRTMAR T HATHEL T,
BERECEE MBI EFPHFHRE.

B4 (Ready): HBMGF THS, REFISHFHIIT.

1Z4T (Running): %FREEEFEINAT.

PHZE (Blocked): #HREAERLEMAKERAGERIIT. W0 VO BIETHK.

B (Exit): #ERENTHITHBETRRHHE, XELAAEES
FIET, BELFEAEMREEIUHE.

2.1.2 12

AT EXEFHARETHER A RNARFOEREIFTE, BHrETHA
B, IR DFRE “4KFE (thread)” B “HEHKHAFE (lightweight process)”,
TRBEHE RSB RERERES . KEEFBRPH LA, RERSH
SRERSIRMEERSL, ZEEBCARARERE, REFT—REBTPLA
AR (NEF S, —EFFAE0%), BEEmlsRE—MEEHHAR
GREXEHAERHERNETRE.

2.1.3 BE&E
ZERRIERERAIFE—NHBETHITENLRENR S . EXFELE
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RIRGT, #ERAVBESEANRPNLE, TARERBERITHERST,
BN R G H R MIE AR, TN V0 SRR BTR—AN#ENE
BUAZHBRONBRNBEER, THOXME. F5%. B TEERE, S48
EEEEENERE D, KEMTRE, CPU FERRENE. WE 2-1 Fix:

SRR
%iE1 122
PARER GEE| |[&ER
' sige ||| i
— s menl (AR
HeaElE | | AR
e | | | | e
b2 ]

2-1 BERNZ RENBRER
%ﬁ%%ﬁ~ﬁ$§ﬁﬁ4i§ﬁ%:f%ﬁT&H%ﬁ#ﬁﬁH@,Z%
AT MRS LERIERE . —FRELRAELN, EXLFHFENERENN, B
REHK, —NFEROBETURALERERATHIN T, SERTK
BiZHE. AFRREEY,

2.2 B4 ERRAE

2.2.1 RIBzRBERIEE

BIERGLMAZ N H BTG RSFHERIMITENEE. SHLBETS,
A BRI R R AR 2 LR E], S ECRR R (scheduling). 1§ INEELA
Wt LUHEZN B, BEAF. HAHESILRT. RFHE XM
RIS EEARNSE]. BAh, TR AT E AR LB B IR R R AR FMRE
HANL B SR,

MERBERERZUFELRZE B (AR E, Frtk, AELn®)
R, EHERES - MEERENT. EFZRED, IMEEEHLREA
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BT ZHRLNAXEARERM

MIZEIThRE: K8 (long term) B . F#2 (mindium term) i EFEFE (short term)
PEE.

1. KEEE

KEAEREFR-—PEFTUFABREFLE, AL EEHSERFIE
E. —BARF#N, —MELERAFRFRA—ERE, FRENEERRER
FERRIBASIS . EFEERSET, —MFEQRNBREN R FMHFS, &
XHERT, BREMBIMERIZREERFERRBSIF.

2. FREEE

FRAERTHRIEN—HS, BARKETERLERFEENER. 3t
MERBRFHRE, FaREREE— RE. Eit, RAREEERDER
RIFFEE K.

3. EREFEE

ERPITHME, KEREEFHOIITMEMENRK, FENUNEHEE R
ERBEZHHBUREZHE . HBTTHRRE, FRAEERFIITEBHY
E—ik, GRIEERF, WKRIESIRIERF (Dispatcher), PATHEINE, HEHS
FHLRTE T —IRPATH—NHE

2.2.2 A E%

1. SekeRSE

BRI BMERELKLERS (FCFS), tMR{ELRMEN (FIFO) ™R HRA
FE. BENHEREE, TMARENT. LT EESTHHREIERITH,
HEHEAE R R\ B F R R BR K HIETT

FCFS AT KHBHUPITEHREEF. WR —NMEHBEEME —MKHEZRE
FiE, MACHEREFTH SN E LT TENLERRKRE . FCFS M5 —/M R
%ﬁﬁi?vomﬂ%ﬁﬁ,E%ﬁ%%ﬁﬂﬁmﬂ%ﬁﬁu

2. TEH

J998/> FCFS K& T RaENAAFIE R, —FhE R i a2 E T HIRRF.
PA— S i 18 R PR B = A — AN T b b i, MR AR, HITEESTH#HE
WETRERTIF, REHT FCFS EF—TREEWIEIT . XFEARWIRIER 8]
F (time slicing). EWEANHBEGERFETHSE—HE .

X TFEFE, BETREEREANRFOKE. mREEFIEEE, WE
e AEX LRI BB R L. H—HHE, LENEDE. PATREMS R
RPBFELEBFH. fBY, NEARFERKT-XRAERNTERTFENN

7



R s O e VA5

6 MRNFREARE, KELHEFLFEFR MR, B 22 BRTRIENH
RN W o ) S

SEAHE SEEHE sEEHE I
Ly lﬁﬁgﬁ lmwMﬁ HREHE e fﬁ
o *?:}?" {;ﬁ;m —l "5 ". B R

—— R [B]s———t——q-5— +——ff[d f g——p-a KA HERIE T
+—— i fg———> - A R (8] s >
(a) B AL K F o BUAX L A () (b) B 18 /N T S B30 B 1]
2-2 B8] | K/NB S
3. BE#RE

#/> FCFS [EH M0 KR RE N S —F ik £ B4E3H72 (Shortest Process
Next, SPN) Hig. XR—AIERFHIREE, HENE T —REBRNELEN A
BR#E. Eit, SRSt REy, BREIRFIL.

SPN HIRRTE T RERFLEARMH IR A HRE, KRR oAb iRse.
F—7E, RE SPN @b T3k EwmE, ERETHIOMEE, Trtant

REAXEFAETETRTEE,
4. BIEFRES(E

BT XA (8] (Shortest Remaining Time, SRT) &%t SPN #in T #ZFHL &R
WA FERXMARENST, RERFEEEETRAR RGN,
S—PMAEMARENTIR, BT LETHHRAEEENRARE, K
b, REFHERSE, AEEFRIT LR EHERIEBIT. M SPN —#,
WERFERITE R BT LA XA IR [, 3 B K E R R
HIfEmR .

5. EEWMN

RIEHAER!, AEM 1 (tumaround time, TAT) FARLEEIEE], BIX—IR
ERRTFEREBIE (FAEEMRSNED. —NEHRNEERFELKE
i, ERAHNESRENEMLE, TEIRERTF, XMIRH— 8
FERIFEXEIR . ZRR T HEI LR,

w+s
R=

2-1)
s



F_E BRRLNERBAERM
He, REMMNE, wREFLGEENNGE s BFNRSIE.

EEMNMT: ELAHR TR ER, %&F R ERANMERE, X
AFEEEEERS N, BAERBHENFER. JSREEFLE (B8
FEAEKIEE), KRB TERRRS MBI, ATEXMLREEKT,

BAEZSPM T EERE.
6. i

EABRWT. AEETHF EEkF) ERAZSMAESZNE. H—1 i
BE-RHEANRLE TR, EHBEE RQO. HEHE—RIATEHFREIMEREH,
EBBELE RQl. EHENHAE, SLERMFN, EHERIT MUK
BAFIS . ZERABATIT, BRT e RBRARAIBATIR 2 5, #0{d A 5] 82 49 FCFS #l
#. —BE—MHBEATRERBEYAIIG, ERAFATHERERK, EESER M
BEIXANBAT, BEETER. B 23 BR—AN#RELEEMIFIREEREAR
R AL

RAEA R0
T
---------------------- » RhFH 2R B

Y

> RhEE S B
RQ1

v

B 23 RIGERE
2.3 ZIZERFTAR

EBRATH ERAEHENEM, CEBRUTEFTERE T —REtEL
HRNEREW. TEK, BRLBEREIEMNMAEIRE (Superscalar) FARRRES
prEE. BREABBESMNEARRS Z&RSBIDEBEG LT, KENE



BT RHRE #0103

FIREFHTELSEFIFITHE (nstruction-Level Parallelism, ILP) Ki2mEHfE. {HE
BAEFHAER ILP SR TEREABNREMNHAZARE, #—SmisssH
RERSWEEIHER. X FF-—AEHELERTS, FRFHATHERRIZN
BRTBEAMEFAMRER ILP. bk, EiFE THEARSD, FESHERKHEK
ERIZRRZ 1T (Thread-Level Parallelism, TLP). #itn, XF £ EREREM
B FESAMMLETHNA; THTEFUTRA S S ERRERE.

MAANGZRELHFA TLP XERBLERAFEAHAZRNLEREREN, £
FEE LML (Multithreaded Processor). 8 5 £ 4b#E 8% (Chip MultiProcessor,
CMP) F[FE} 248 (Simultaneous Multithreading, SMT) %#J. 2005 £ SUN 2
AR T A S &R (Chip Multiple Threading, CMT), El¥ CMP H A SMT
BRGERK.

2.3.1SMT &43

SMT ZHMERBER: £ MHHERMEARN ZANEENIES BSR4
ERATE, DEEEmaNFAE. ANSERNESREMAERT XM
Tullsen 7€ 1995 4R H 1, IR SMT &H RAHMESBIT R B LM TR
Aohzh, BRRETRIFMERED, Bitt, TROPFVMEERTESEENE, W
DEC Alpha214641'%. Intel Xeon!'".

SMT & T ENZ EELESRNF A, TURRBRDKFEMEEIRTE,
SMT ERAN S H TR E T AL HE 32 1 S Ak g,

1) SMT AWE—/E#EAHARITR BRRILREMN L &ES. E—A
PhREAM, SMT R4 R R FFE A ILP 1 TLP RIEBK IR, &
b B 38 R SR DA R Th R SR RO R 2

2) MEig B3R, SMT RF EAEHIEENA SR EHIES. BHTE
KIEEBRERERBEHAREBRE —MNESLREN, ZLBRMEwEH
PRI RBHIR S, XA LB 4 E R REEESX
THBREEHIR.

ETFEFPIT (Out-Of-Order Execution) HIRBFREAEESLH SMT &HB%RT
BERFFHEIENESFEEEANEALI B, B 2-4 JiZ T ERE IS0
BRIV, B’ 2.5 KL SR BB FKL R SMT KL,
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x| JEE|_ [EE — waw|  [®al

% s [ ﬁ%%;c B AR SAF il o Ny

# HF

#
A
54 Cache 2
EAE

gi?j e il ;ij;i% wogana H LFEA] [Ga =

gl cache
Bl 2-4 SMT AR &1

(a) EBIF B AL HIFAKER
g 222 BEwa | ¥ | FESE| W7 5

(b) SMTZ5# 7K 2%

g &5 B4 BAFI | FAERIE | FERIE | BT =G| ®/AT

2-5 FRGUEAR B AL B B UK LA SMT 4183 KL

Intel 2 T BT SEBLHI SMT B AR 3t R 484 72 (Hyper-Threading, HT) K. #84
BEARLR ERE—NMEFNYELERERNRGARRE, FEZNE8L
. HERERIFRERENNHEFEEZNMEEREI SN SELESR L,
RBEZHER—H. NUBKREHWKAEXRE, EELEENIESHEBEHN,
HEEHZHPATER LR HAT.

2.3.2 CMP £5#4

RN ZEBEERZ EHHEIRT SZAER. 7E 1996 FHERERXEFHTRA
RIZH T8 A ZAFESE (Chip Multi-Processor, CMP) 45#, 3FdHT T, &
FEBRABENFTERERBELFLERBEMRI, B/ MHEXNERERE
WMEBRZERE—ATH L, Ni#REENER, FRSFR TLP, REFH
B.CMP FEMITENERGTHA ZLERRAMERE LKA 751, 4%
B RBHERER BERRR T,

B EARANESR, CMP IS ARMEZMNRHEZ. HEAEER,
HALXTFRIRRA “ R 27, BIZE Intel F1 AMD 3 FIXU AL 3 28 50 2 R R L
BAEE. WEABRRR, BARENIRY “BRAZEY, RUSEREXRA “F4
ARG ESRZL” iR, IBM. REARZEHRFRIMHERK Cell £LERIE
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BFRBCRE M FAIIR

REMARHEE. LEEESWEN, XRIBIMEHHER., hEAEE. B
BRAMERESLBEORE, HEERWSKIMEEEMTIERD,

CMP 4 E B K& CPU B OPITHREFZ RAEH B ERTEERXESRAT,
B ERR R G5 DA R B E . BAEEPSIR CMP A B E R EE R
f, BATELR WM EERBORENHIEHR, —HEE T BLILEM cache £,
—MEETH LWEELEH. BLELE cache £HEEN CPU AZIBELEN
ZHB=% cache, I TFREFLKEANERE, HETEEZONEBEBITHERE.
XMASMREREHE R, BEEES, SARETRENEHNTY BHRE.
ETh EEEMNSHREEA CPU BLORF MK A T cache, &4~ CPU
BOBE R XFFREA ST A &4 CPU L EEIEH BE1E.
XMEMPREARATY RIEE, BEFRERIE; RAREHEWESR, BXRE
BB K.

BRI R £ R AL 3R 88 2 Inte] 83T B 1% AL 5B 33 42 H9—Core THZEHI!®, Core
WERMEFE XL 64bit FELE. 4 REMBHRESREWNELFIATI SIS
AR, £/ 65nm HIE T ZAT=, TR 36bit KA Fik ) 48bit IR IR F T4,
RS SSE4 AN I Intel AT BIELHE. Core MEMKIENAITE 32KB
M—FIES B, 32KB MR O —RERBEE, B2 MO —REEEFEZR
A UBEEEREIE, 2 MNZERTH 4MB 5 2MB MHER —LZEEF. S M0
W 4 AIROMIBETT, XHMIRESMEEEESMEATER; 8MIORE S A
WATETT; RAFHINFARETRNER. WwE 2-6 Bix.

R FRMZRAERREHERE. REM IBM L EFR K E MRS 2O M
B —Cell' b3 28, T LU IBM (] PowerPC AR S2 1 5umt, B & Mkemdest
MEBZLBITHERNRBEEAETR, HERERNESREEERE. Cell 214
R—ANBEGREROLEEIT, ERE INMGCEET, BMNZ R EEESEE,
MINEESRKE, ERERMHEIIMAEFITT: Power Processor Element (PPE). the
Synergistic Processor Element (SPE), PPE 64-bit Z2##% .0 R it 34T 32-bit F2/F, M
SPE (NARthEE AT MR/ MRAEE T, 84 SPE B AR R
#, BENzEEmEREEEBEERR, HAXEEREHERITHED. mE
2-7 Bz
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B/ Tk -
W ?‘é‘?‘%ﬁ*ﬁfﬁéﬂ
BB HEZG
i B
& v (86D (4MB)
K E
i 'T___w
ROM
EfL/ Wit [
¥
EHFZFX (ROB) A2
v
AR
] n
Y v v y
ALUZY ALU ALUZY
x X * n %
MMX/SS | | MMX/SS | | MMX/SS \
E E E B | &
FP¥3h FP#3h FP¥3h
—RBIE B/ — R EHETLB -
2-6 Core &M RERE
SPE SPE SPE SPE SPE SPE SPE SPE
AERE| (R | | R |Ama| | BHMIEE| [FmeE| | AR | AKbEds
(LS) (LS) (Ls) (LS) (LS) (Ls) (LS) (Ls)

1 31

1

L1 f

bt

£ B4 (Element Interface Bus, E1B)

L2&%F 640 B AL TR
v 3
LI%%F |« PPE

A

R SED
(MIC)

2-7 Cell ZHIREE
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2.3. 3CMT 4544

%t F TLP 84K CMP AR S8R B X Mg 4L, CMT & —Fh R 57 3% 4% .CMT
£ SMT #1 CMP B4 &1k, BRATULFIA SMT AR SERMR S, XTUES
CMP i fgj 2 p:110),

1) FA SMT WS, 8RR RS A ERNTE4 BT,

X UMADERIRH. SMT BX—4 S0 LUE— SR KFER S,

2) FH CMP MR, AEMKBEEARZ EPIIT, BREEENFEE, &

DKFEIREE

2005 % SUN AF R T i L L &BEH AR (Chip Multiple Threading, CMT),
BIK: CMP HAF SMT HAZAENK. SUN AfRNERGELFT—ALES
Niagara 9 {ff X F9 57 B0 B #% B L2 H AR Niagara b BB T EE S T § bR,
AN ER BT AR KHEAT 4 721, Niagara £ CMP M4Ip B S AR NE S,
BIMER 6 WERMBERMAEE, KA CMT HARBABEHR O ETRE,
Niagara®V &5 4 It B 2-8 F7 7

1B BRI DDR
L2B0 > > AFEHEE (—
4R B IR FEMK L -
IR B HRMKE DDR
L2B1 " HIERHIEE] fe—>
AR BRI KL %
AR B EIZH KL % DDR
L2B2 —— N REEHEE2 e—
IR T LBRK L
AR B R IEFAK LR DDR
L2B3 [e—P— P NFRHEE |
4B B ERIRH AL '1
i _ 1/0 #n
1/0 FEZIhaE —————

2-8 Niagara 1E &

W FERBELCHEEHRTERNRILE. FRNRETY. FEMTHE.
R RSB RIECHFENREREEITHERAN. 2%, SEELERHEALEYLE
B BERRAEEMAE MRS BAERARECE BTN EERR A
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B_F ZHRENEXRBEARLER
B E 8. SEELCEREAREIINATURRM T HOBRTR.

2.3.4SMP &4

Xt FR %} b B HL(Symmetrical Multi-Processing , SMP)EIEE—MHEH EILE
T—HAEE(E CPU), &% CPUZRAERNFFRAURSLLE . EXFLEH
#, FEVAFHES CPU AR, MHS MERFNETRIERANE—FIX,
HHAZRFNHEN EHEARR. RERBEFAIINFRIHBTEZI CPUZE,
BT CPU #ATLLFEMT R AT SR V0. EXNMEBLERSET, RS
REWARATHHE CPURE, THARRHHIMLSEIFTETHLESZ E,
MK HAR BB RA SRR HP. BREAZA CPU, HEMNAFA
BEXE, ENNRARB—EEI—#. SMP AREWZME 2-9 FiR:

CPUO CPU1 CPUn
REEE BEEF| | BEER
A HIAPIC A MAPIC ZAHAPIC

RELL
SE & BEANTE
& 2-9 SMP {5 R & #) P8

2.3.4.1 SMP RYIR{ER G R R

MR EREIIRERS, HIA=FEEFE MK (master-slave)OS. JH7 I E
F (separatesupervisor)OS F17E 5 s & = (floatingsupervisor)OS .

1. F MK (master--slave)

FNKBEEREH—SLBEIER. BHETALCENORE FokEs
SNEEN. BIERAETLHEN LET, ACENBERED BN EIESLE
Pl REELENEEHPITHNHRE BE. ENRBERGEHRIEETFRR
REMEEALIES, BAREFELENFAEN. ENK OS BEREE: I
HEHRRER, RABESHB, KNEERFLEN. BTFELEIBEDN
AEEEEE, JTURARAEBEHBIERE, HMNBELEVMAHAERIELZ
PRI

15



R T2 e A

2. 57 #5 7 K (separatesupervisor)

MW ERXESENKTE, EXMHEYP, §—MLEEHHELANEER
FF(ZLy).

3. E3hlEE K (floatingsupervisor)

BRARFE-ELAEIEAPITEEEEIIGN “ RN, BERERE, “£
REHL” RATESH, BA—EVI8BI G —E4HEN. XRERER. BEX. &
RIEV—FZLBIIRIERSE, TRHTHRELEENRLENRE T HHELENH
BREMFAN, EAREHER VO FRE). FHUEAREREEATEESS
REPLER.

2.3. 4.2 SMP igitRYJE M
MR LENBREREHNR TSR B LEEFRITNOAREERTH

.
\\\\\

1. REMBEREWN

FRENZFHIERFME, WRELFEYE B (nonhomogeneity) i T A~
£ Al ¥ (homogeneity) ], I[%& & &AM K AT BATICRERR A —HE, FshE
. B—MEREIMNERZBIHERMAER “%/N” RANZANEGER. &
EXNHEFRGES, FRAFHLENELET MFENFES XEREREN
FHEEEERE M.

2. @

— N HITREFEHRANRZANMEEEREEAR, #ERNRSHEREES
EMEE, BAHTEERITEFIRBEYN, RESBREHTREKMERE. ASRE
BEEE HEALI, W HEASH, BEGLIERERYE, B URPRE
RS L.

1) WL

MRAZLEHNRORERKEZFMEN, BAZLBN ENHRBTEIHRER
REHATHLE. BR, MNTRBEHNSLEN, FAENERAMBIYE, i
MR- XASHRFALIE, Z—HIRAEFR. ERXHSLEHR
gih, HERELZHERD BEXLIHANEER. | XN LENRSEF ATEN
Mg 55 X R L IR A B .

2) FIAFLRRLIR S

FOMBEREEZLABINREEEEFN -8, ERETHERFHHRE

16



B_F ZREALNAERBEARERM

(Conflict graph)F17FEXAL PR (Access permissions) (s B . F—NEXRIFRIFZERIR
g REER P LHBREERER, POREBREZEREEEZBEEARE.
WRIZERAETIRIEH, HETHBAERNS], FUKEKRE. HRB)XF
K3 R RE AL ERIRR, PO R RN SRR R IE— AN EE B IR
HHAGRAX G AHAEEE. CEHKERAXE, ZHEBRE/EFLFBRE—A
BRBEHHEL, POMBREIEEEXmERMIK T MERK#RERENE
HE, ATERANBRX. kTR, HRERAFIAZ. LR, Ot
BRERARN T HHAERRFFHHEE, HEXHANAEE. BT E
VAL R IR SRR AR T B A L A B3 AN BB, A BRI R ED.

2.4 ZRERIRAETRIANK

BEZERABEBENRE, MKAEFRFEE RGN, mWERIAEHRMG L.
BUFREZBHETHZLORBEEFR. INETEKBEMURERT RHEHE
FERAZEE, EREBEMG LERASKEER. RAE5ERESFHEENMKRE
TRAFEMERIES L. SRR NERGTEN S REIERZ W ERMXT
RLF A B E K .

K EM cup LG EERATFHENE, RENE SMT EHMKIZ AR K
WMRIR, BEENA cvr EHHERIAEREHAAIR. EA—MFHRERE
¥, CMT BILARIEE E ST LR AL7E sMT S MR RaE B/,

2.4.1 CMP AR

Bai bk, 7 EEREEIIEN CMP A REMHSZRERSEHI, KR
RRZT HIAK CMP BEHZE. ZERBRERSHXERETHRENSEARE. 2
RS GEEE S REYER L, EAARNKERLBITHER TMEE
HEHRARN. B RYIERZEEEILE "R Cache, TTHKHEMILE. WRKEH
EHERHBRSRAFILE Y cache M L, BARRIHERE: RZ, BT
mttge. HREESY RIS ZREE, nfEsE. SHEE.

THZ B NRERRENSRRAERE.

D) MESH R TR, ER—NABRFHESRBE M EHIT, U
FEHFHZERENESRBREE M LEBTHER, MHAFIHEEDLRE
BREEAZNAEFZREERRMZ LEIT. X, 7B E R cache BISRK

17



BT RBAEF L2483

xR, BTEMRKEE LIRARKHBIEMERE.
2) MEFHISBIBERM . DEFERER, AT HBETYEORER, %
ERBICAE BT 5 RME S BRAMRMESTIH, LEBIBREMHEERD.
3) MEFHHEZREMIL. BT CMP RREMHE_HERF, TURRE
FEAFTHIRESM, REMESENTHIEN - REFNTTE.

2.4, 2 SNT BB

7 SMT £#%, LREFLER BT SHEGLERN, BEREN
HESRFEAEEEESN N TESILER FIE/T. BHTE SMTHLE LR
NHITH—HERES MR RS EESEGER, XEEPIITARNERESE
BHURRXRBAEMLEEE. BERANRERNERRENSHETHOESES T,
EHE—AE G RNPITHEEFRERITCL

Snavely APTH SERFT T SMT 45# LR R, 21T “It4 (Symbiotic)”
B, Rk EZANLIEAE SMT ERINHATIE B,

Snavely A % P & 3¢ SMT £ MR B T —H B E & &% .
S.0.S(Sample,Opitmize,Symbiosis). S.0.S FEAIERENERMILEMB. S.0.S %
BRAERHEBT B, FIH—4HRE BT RN R EE AP REFRALKEFESHIR
TER, RGN BRI X EE BRTMA R FEMEEE, HEERE
HRRAETERMITHE. LRRY, 7 SOS HEF, —/MEAREAR AT RE
WMRAT AR SR TE; HARBEHIEE T RIES 17%.

BT SOS AREHEHERMEK, Sanvely, Tullsen F1 Volker ZLPME i T —F
EHT SMT ZMBEENS], o UHRERR e R ML L B E R AR LRENE
MEAERLBRHERBARAFTLE. HELEREYR, ZBT IR EZEA
¥ e S B 5] PR AR B 33%.

Parekh, Eggers Al Levy Z APMUBIAI T £ T SMT SR EE, /BT
SEHRNAEEE. A THELERNERERIRKA, SESRAREETA
KBETARBREF -ERTHRELREES. SESRBEEE, UM EE
BRI AT, GRS ERARL, T IPC SEEUREELET S M
TR LA K TR EL R 7%~15%

18



E_F ZRRANERBEAEHR
2.4. 3 CMT iR

BEE AR BR, EHETHERA LIE cache EARZBERER. RE
XERRERH T RRRERZEEERR cache WRFEMH, BRHFIET cache
MEH. YTARERH, hWRRE—IREENEREE -G L—FH
FHAE cache AT RMEMP)., HaidthAAEMHREES HFE: —KEK
WFETHE A, HetndtAEiEE. CMT AR R SMT HAKRNH—2T
JE. CMT LA RBEXTIBAT B IR M REEIT KA, R RRFINHETRE,
ZERE X BITR AT RN TSR EREPHBERERBE. 5—KREET
profiling-directed ${R . profiling-directed FHARENSHTLIERIELT, REXTEITHAT
PREE. BAXERARRAE T —EHRE, ERMELFHHITRAANRT
LRPHEN, BOFAERE I WA T

LERTRY REORE, ETRENZERAERRRBAMAFER. Electron
FEIRLSX K ERAR, CKBE SEMHIER, hin—MEEZET L ERE,
ELRAERERNEAE. &K E S/ WEDF(Energy Delay Product), 7Ei&1T
T E B EDFR IR _ L — N R EE B IEDFR &M L, &3 F TR
1€, MATRERHATNAIZ. XBF, MRBBZALERZ, W& FEIIFERN
BR

7 CMT R4+, RIELERFEX A BIFEHATZIAIRIS 7 D 2 m R E S
. ERPIERUE LA Locache HATRIS, FZEZERESAEMR, RE
X 1% R R FE AT U Rl B v D X A PR VR S B SRS . XSRS — R AR B
ENHIRR CMT RERFERZRBEM TR, TRLSBISAHRIEEE.

2.5 BB 2 AR B YIRIER S

REMERNREREHEXIFEZESIITH, NHELERPME—H—4 vt
BEROES S E, BEEAFRERSES EMESER, MiEIEA CPU
ITEMESHIRE. N TERXMFHEREN, BEREFATEZPEAHC
ZEREBBFHIET, NRGAEXRE, SRAEBNERLOERE—HK,
FE TR AL A HE BRI T AT U AES B ERE RS L. ki Windows
NT ZJ5 0 Windows RFBEIER S, HAPAILARF SMP WERATLASIRES . TUXS
F Linux BR1ERZEA, H SMP JREH AR R FLE CPU, Linux 2.0

19



BB REM L FAR

PIRZR SR — AN SRR IR £ b R B8 TR B P A

£ 2.6 AR Linux #, $#5T —FHK O)WBHEREES, HLiBERTUE
WS SMP R4, EMMABETTET £/ CPU WA RN X a5 Xhik
Bl cache HIH R(tE. Linux 2.6 AHEBITAE—4 CPU R EMIIT LTI, B
WEILREPHEAN CPU B RBINE. AL T 140 MEESR, & 100 Misk
FHTENES, K40 MUAZAHT L BIES . SEEENRETS— oK,
1) Fr R e RS BMEETESIBAG, MatE A A E AL R B HNSIHE
B E R SEISAFINFEESNEBANARZE, RREZFIR
THIBAFY. XFE, FERATMELERMT AFEA CPU BINL, 3HET “CPU
FMA” LI TAESH CPU KSR E. .

HEH Windows BIERGN FERMXHHIERAS B, HKBBRIERS
XFFBATFEE, IFRFIA B 25 64 ALt B5R . Windows H ATREEEZE S 4t
B LT, BEHRFH XL BE#TMAL.

2.6 AENG

FEEENATHE, ZREURSEZBNEY, SEHRT R0 2EM0E
kg, REESANAT BRI 5 SBMEXHLEAR, @3 SMT, CMP, CMT #l
SMP %, F#HHTEMEHERAENTRIVR. BEFIETENARNSES
BB RN EREIERS.
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F=F Linux BEHE

F=E Linux AEH

Linux #ERERBBRGNAREBRETRE LG F, ZRERU
Linux2.6 WEMRAAEMBIFH. £X—FHD, BIVEFENA Linux2.6 REH
RN, #3 - O()AEHE L. REHEM 7 T 78 Linux F#) SMP B B &sEHL,
Wi T Linux RENE RS BS5IEH T Linux2.6 BEHENANEE% . BT Linux
HNEFBAXFEENEEIREERS LNER, EARAETHEMZIEZE
FREERAMNEF—TE, RERENESE, EXHHFHAN “EF” M ‘&R
EHEHRANEX.

3.1Linux2. 6 B9EEH &I

Linux & ERFE X T kernel/sched.c 7. R AERF SRR AKRER

FXRAMBRA, LHT FH B4

1) RA4LTH OWEE. AEELOHE, HBAERXANENEETGEERE
SE [ B (8] P9 SE R

2) SRR EMRE. BMEERZELTERNEALT, HERIERZENTN, 3
MEIEEAR BRI,

3) REAFH. EEBEENREEER, BEHESLTIERRS, BE
FiHEREBR B KEMNE A,

4) SCHLSMP WATy RBtE. SN CEBHE B D8R 8 SR RATEASY.

5) &tk SMP KRR . REW¥BHX—HESHIBELFR—4 CPU FHTELEM
BT, REEFEFHITSFIFIKNN A7 CPU Z BB IHRE.

3.1.1 HEEFAERANEEEY

3. 1. 1.1 FEEE S runqueue

¥E 451 runqueue £ Linux2.6 HERFREENHELEW. RETEA CPU
#F B BB ITAF, FiA B runqueue 45 HIEFEIXTE runqueues & CPU ZEF,
# 3-1 5| T runqueue FIRZEHTBSHNFR.

21



BFRBAFREEAR

% 3-1 runqueue &4

xR £ L]
spinlock_t lock RIPFFEHER I B SE Bl
unsigned long nr_running BATBABI R W aE AT AR
M E
unsigned long cpu_load ETEBITRAF| PR i3y
HEM CPU B HET
unsigned long nr_switches CPU BATH RV #e i1 IR 3L
unsigned long nr_uninteruptible | £ AT ZEZE 4T BA B SR i BL
7EBEHRAE TASK_UNINTERR
UPTIBLE RS #1312 % &
unsigned long expired_timestamp | & #HBA 5\ o £ E W B AR A A
A\ BAF1 s [a]
unsigned long long timestamp _last_tick | BT — KX i 2% o i i (] 8%
task_t* curr LR e pia r
task t* idle 4Hj CPU L swapper #2H]
BERE R R PR 4T
struct mm_struct * prev_mm T 32 72 V) ¥ 3 8] B ok £2 1O
BT N R R it
prio_array_t * active 16 ) IS B IH TR EER a5t
prio_array t * expired e m it B AR B R I FE A
prio_array_t[2] arrays EH A AR BN ES
int - best_expierd prio | dHI#HBRFHSMELER
I BEFERER ) ’
atomic t - nr_iowait SEREBITIIIMEERS T
' BEESHFUE VO BIESE
RN E
struct sched_domain * sd &6 4 A0 CPU KA R 1

int

active_balance

MREL—LHBENEHE
ATBAFIER B 53 M HIIBATRA
PR B X AR &
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H=%F Linux HEVLH

task t* migration_thread | T WL LR H R HR R
kil
struct list_head migration_queue | MIZEFT BA B o 45 M Bk 9 kA2
IR

7E 2.4 AR, BEREEEEREHENIERLETRES schedule() F
BHITH, B RKAESFERT K, SIHERIRES LIS HENNBAEX,
Fik, ERFTEFANELZ Om) %&H, n RLEAIHMEHBENM . ERIWm, #&
EERPITHRIRA LI RERABARR, TEAE LR, XEERERE
KAEHE. E£FHKE o) AEF, X—EBRIESMEHN 0 £, B—FHERNN
E& =~ O(l) BEXM.

£ runqueue FH HAME KA, —MEKIIF—A S HA, B4R prio_array
KRN, REFBAR —FRBRE OO)AEEEXRENEIESH, BX
'

struct prio_array {

unsigned int nr_active;
DECLARE BITMAP(bitmap, MAX PRIO+1); // include 1 bit for delimiter
struct list_head queue[MAX_PRIO];

b

RERENR AR BB MAX_PRIO E X, EIAMER 140, REREAMFT
BT ERNT MR AEREE —MERKAS], TiXLpAs)a & X MIRER L
T PITHE®R. REEBATHE - MERNE, SFEBRIWEEN
WE BEAHREZMITITHER, ETUEBDRESRE. NERLEHTHARIER
% unsigned long K¥H, & 32 fif, WRE—MRR—MMLEZIE, 140 MUK
REE S5 MEBEECT KRR, bitmap EHANMRAT, B3I 160 fr. FFEERIE
1%, FIERMEEEN 0, XEMIT —ERELNHBETFREEDITH, LED
MMM R E N 1. X, BERAETEHRAZRTRT ERMETHREN
F—AML. EAREENMERANEME, BREFEERE, FZRENTHIITHREL
Hegm. RAEZEANRERWAE 3-1 Fir.

O(YARKIAERF A EN L EREF T MUEREA: E3EA active AT
¥4 expired. arrays " TCEA M EPI LR ETINIASE, active M expired 71575
mEF—A . EEEE R BT AT S _E RS R AR i (R 5 Rl 4y T A%
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B HEREREEMB X

BT SRAT IS L R ADRER T I . 24—/ ERZRORT 19 A AERET, BT
EQMEA . BEHREHEN, WRRLHFE LR BN ERT, K
i, active il expired 17— KX, EHIF 44T —H BT LA,

TFHE R ORI

array = rq->active;

if (unlikely(larray->nr_active)) {
/t
* Switch the active and expired arrays.
*/
schedstat_inc(rq, sched switch);
rq->active = rq->expired;
rq->expired = array;
array = rq->active;
rq->expired_timestamp = 0;
rq->best_expired_prio = MAX_PRIO;

Queue(0] NULL
ﬁ Queue[1] taskl_1}—s{taskl_2}—». ., ..
i .
prio_active Queue[99]
nr_active " Queve(100] —»task100_1}—{task100_2}—». ... —{ NILL |
i :
s :
queve E Queue(139] {—»{task139_I}—»{taski39_2}—s. . .. —s{ NULL ]
bitmap
oJ1T2[3J4[s[6[7[8  ...... 31
3233 (3435|3637 |38[39] ...... 63
64 656667 6869 70 (71 . ..... 95
96 [ 97 [ 98 [ 99 | 100]101102[103 . e .. 127
128[129]130[131[132[133(134[135[136 137138 139 # AR RAHARA A AR

] 3-1 prio_array &R~ EH
3.1.1. 2 g{iHt /e BY task_struct
Linux HJEN#EHBA—NABEEESEW task struct SKUEH. SAHEN
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F=%F Linux fEHLH

task_struct ZHEIER T X FHBEMGER: FEEARKNEIERR, #EEFSLEN
BREFERRA, #RNFIRTES, #ARFEEENR, FSERERGA, MiEZE
AT EREIE R, XM RGEMXEERARNBEEUNT M EELIERRAEFF. K 3-2
FIH T task_struct P SR AEHXHIFER.

1. policy

4 Linux #REL LB THRMBERBHEREC

SCHED_FIFO: 5titst i sat iz,

SCHED _RR: Bt (8] Jy &% B SERT 3R .

SCHED_NORMAL: ¥ &4 Bfifz.

SCHED BATCH: CPU Z&HERI#RE. 2.6.16 lAFRIMPIFTHIFERE,

2. avg sleep 4

: HEWFHEHF6rE (Ll nanosecond N B A7), # 0 F
NS_MAX_SLEEP_AVG Z[RIEUE, ¥MEX 0, M5 THREERNES5ETHEK
#MH. sleep avg FIRRAIENLEFEE, BTHT I ZHEN"ZTELEE" X
AAFRAZHEFTESITHEER. IMERHIBMELITENXBET,
sleep_avg X, THEHRAHBENERBME BEBEAD.

HFEH sleep_avg ERREHEHSMEZN KRR, WRHBLEEEFN
MXE, ENRITR 2.6 AERLATEARTZN—ART, WLIHE, 26 AER
Gtk aesudt, MA—EBHNAXIATITF sleep_avg K&K
3. static_prio

BNMNLEABRETEBCHHSRAER, AEEFFERABSNALRIFERS

FREABRESHAAMET BRENEE. AZAM 100 (BEERES) 2 139 (&
KIEEL) KRRAEBHEMBSMAR. FHEBRHBAISEENBENEL,
nice H¥SA Linux BMESE, £ 20 3| 19 Z @4z, ¥{EHK, #HERMMARSE
/Mo nice RAPAIEFH, BNEWIELHHERROMNEL. 2.6 ABRTAEFMHE
nice {H, TARZ LA static_prio. BRI 8] BT K MUR € FHERHSM AR,
X— /A RRENFRERIELMFRRT—F, FNIEMNHEN satic prio ~F
5REZE. :

nice 5 static_prio Z[EKXRWMTF:

static_prio = MAX_RT_PRIO + nice + 20;

H, MAX RT PRIO HI{E5E X% 100.

25



PR EAIR

# 3-2 task_struct P HH R IAEAXHNER

Eati) £ k]
unsigned long thread_info->flag | & TIF_NEED_RESCHED
&, WRLIARRE
2R, WERE TS
unsigned int thread_info->cpu | AlIE TR FTAEIZITEAS
) CPU B 5
unsigned long state B HETRE
int prio BRI SMAR
int static_prio HIEMFSMAR
struct list_head run_list T | LT B KB AT BA A
BRPHT—ANHET—
TTE
prio_array t array B R A HENIZITI)
MEE
unsigned long sleep_avg SRR 9 35 BERR e 1R)
unsigned long long timestamp BRI EAEITISIH
BfE], 2 RAHBERR
I — IR FE V) B B 8]
unsigned long long last_ran BRI — KB A R 03
FE) B 8]
int activated HEFE B g BE B T AE R B %
RN
unsigned long policy BRI KRR

cpumark_t cpus_allowed REIRAT 2RI CPU BN 18
F
unsigned int time_slice FEFFE IR TE) el R
(i BT H
unsigned int first_time_slice WMRHETERATHN
BF, BBZARERN 1
unsigned long rt_priority 2L RLER
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BoEF Linux HEHE

4. prio

LBHRR T HEMAEREHHSMESR. HEEEHER 100 (REKEL B
139 (BRIRMERD . BRI IFREIEFAEEFEFEERIEAT IR K5
ESHSMAERPXRTHTEBAREKERSR:

HEMELK = nax (100, min (FEHMSEL-bouns+5, 139)) 3-1)

bouns KIFEEM 0 Bl 10, M TF 5 RRBEMBMERLURET, KT 5 KRR
EEIBMAERUREE .. bouns [§ 5HFZH FIIEENRE A5 K.

HERAEZHH EEH effect_prio) BT, MXRBPIETLUIEFIE
SERHREARAZRNRE THSMESR (static_prio) FIHFEH sleep_avg ERND
K&, MENFRMRARLIR ERAE setscheduler) FRER, B—LRERD
BEZE.
5. rt_priority

A ENHEEHE N ERREFRARR, LREHE—MN 1 (RERELR)
F 99 (BfRMER) WE. SEEHBEMAR, ETHHELSREARENHE.
6. time_slice

BAMARRET FEOELNE ), BNZRKXRT AT AR
HE

EAxrER - {(140-?%?5171‘:7&2&) *20 EBHALLEKCL20
(B4 Hyms) (140-Ba &R 5E4R) %5 EHAME%>=120
(3-2)

WY time_slice ERRHBRSITH A AR RAAD, EHEQIRR 5
RPaefdf, EEiTIRS#ER, —BI3 0, Wi static_prio HHRIEAKEG-2)
EFRT LEREWME, FEXRER. W6 A B3N E E 7 5P WP #RAT
(sched_tick()).

3. 1.2 AE KIS

AESRMEARBENAT UHRES TR PR
1. BI¥ATAE

2.6 WEEIMTHREET, BREHFRFHEAABREETEE Tk, Eit,
BER—FERFERAAZRE. KRERIE prev A5 AXAZE.
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BT RHRF AR

2. IRELUSITHHERE (prev)

REAMPE, FREBERFHSTINFIM BIES, RETHE prev FT{ERAK
CPU R A KEHFRE prev BPRE. WREEBENZEEIR S ZANBITI
FUMiER. MRERIFMEELERRES, HREN TASK_INTERRUPIBLE, #itixi#
FRER A I TASK_RUNNING, HHEANEITRAF.

3. EHET—PMRABITHHRE (next)

BEETIAS PR KO TTBEITHES or_running. WHEH 0, FHAH
idle_balance() SR B M A CPU LB SRR A b CPU. TH RMURIBAT idle #7E.
WMRARR 0, BRE active BAFIKIEZNFHFZE nr_active. TR K 0, B # active
M expired a5t AR . BLEF UEFENHIRARFEAFER—MAELBRTHITE
ITHRT.

B EIRTT40, 2.6 WO XHRIE AR B AIH =FlsE:

1) active BREEFIF ML BT HSHH AR AKIRE,

2) 4T runqueue FREMEHET, WESNABFEMINE cpu LEBH

B, BTk,

3) WMRMRBAEMEHR, WHEAK cpu K idle FHRRRHIRIE.
4. WEHHAEMNISITIFE

W% 7 18) next FHF2H) thread_info $IELEM, prefetch FR7x CPU EHI 5 708
next WHRBHERFE—HITFRABTENEGHREESF.

prev FHF2H] sleep_avg WMEHIEBATHIE];  timestamp FH A LETHE], E%
W T EZp0etE, BT R GRS R .

5. $ATHERE BT X%

SR prev F next 2 AR, 18A context_switch )BR F & L next AyHbiE
=816, A switch to()$AAT prev M next 2 (8] FIFFEYI .

6. JEiEEE

R prev & —ANAZLTE, mmdrop() ik HUEtw> WA R R4 A 14088,
WMBZHHBET 0, CEBHRERARMRMFEH BB EUFEX.

CBBUSATRIAF e, ITHAMSE. EFEMEERKAZY, EFR
ARZEL.
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=% Linux AEHH

3.2 Linux %} SMP Y35

TR % A EEZ5H) (Symmetric Multi-Processor Architecture, SMP) #, FREH
CPU TR “XH” 8, REWRE “F%” &, BEERZHPI. Fram
CPU B A— 4 BE&RKZER—NEFURFTHE I KT BT AFRIRR,
SMP &/ i) &/ CPUBHEHH B CHRERE, BN MBI FRIE4ERE.
FAXIRL UP (BAL¥EES), Linux BIERGAEXT SMP REH HSMURER, W
2P i) SMP ARFD #5434 2 M w135,

£8 CPU RGH, E£—NAHFRAF—ASHBEET]T, HMBEBEHBAEIT. o
R SMP EHMARSLT, AIUFEEZNHERNIEIT, il Linx FEHERERR
task_struct Z5H RGN T T M FE:

#ifdef CONFIG_SMP

#ifdef _ARCH_WANT UNLOCKED_CTXSW

int oncpu;

#endif

#endif

oncpu FERARRNZAERTIEEEIT, EH | RAHBEEES CPU L
BT, A 0 RRHBESEEIT. —MHEBRHFLE oncpu FBH 0 WA UER
RELBABITREWTBEHM CPU E. 7 Linux X#FH SMP &M+ FH
task_runningOBR ERH| T — MR R T EEBTT:

static inline int task_running(struct rq *rq, struct task_struct *p)

{

#ifdef CONFIG_SMP

return p~>oncpu;
#else
return rg->cwr == p;

#endif

}

THIHEAZES A CPU Z I8 R W01 2 HE 72 B 6] R /T .

3.2.1 SMP ARG hpIiHIZIAE

T EE— 2, wake up_processOEREUK A try_to_wake upQE#, /&
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BT RBAER L EAR

FETEHZRERE N TASK_RUNNING, FHiBZFBEHAENAR CPU HIEFTRA
FURMER B IE MR try_to_wake_up()K $HIF HIHE X SMP 1 UP R #&E
A, TiH KB HMUERTF SMP. try to_wake up()F # A active_task()ER %, i
BEBIZATAFIH B MR E LK. T active_taskEEIAA recalc_task_prio() 2k £ IR
PR AZ T I BEER AT A M)A R . W R e BE BRI e L BT EFEIE AT
FIHEFZHIMRSE R, B E need resched Fr&. BEHMBEBANBERMEEMER, B
A FTBES VA wake_up_processOF %, B 3-2, & 3-3 ME 3-4 4 5 BIX LK
RIHmERE.

# Linux AT SMP £ R#REFE D, e MEHFHIEde #2, RA
EZFRZH CPU L HKREEZIT. FETEMNE, dTHEENSHAERERNF,
L1 Cache RIEMEL AN, BB EZEE B CHI Cache. ZEXFELT, WRBRE
M= B ELERE R — M EBK, FAaXANIEEWR—EMIFH. FEl,
7E SMP £ RRIRE P EX B R &R,

3.2.2 ZAIBR AL DPIEITIATI ) T8

ATINEZRBBRERBERENEE ABRTEEENZERRAZT CPU B
M. MR 2.6.7 lREFFES, Linux IRE—FET “RBESR” MSMEIET
B Y, AR AR EETIFIN TAEBEE ¥4, FEFENH
1RIE— L RN —NEITRAFIEB B H—MNEITAF.

WEESSLRFE ERE— CPUEE, ENMHITEEN LR KERTE. AELE
FRERHLARR: REENRAESAREZANFRAELR, SMIESEE—
CPU F&E . NAEEBEKIRR S A — N RENE, EMERKRAF L —A CPU
F& IEENTPERRERNERNAZ BREERN . REEEMIERHEDS
AR B THEEZTRTRA—MAERS - AN TERN, FiE#EL—4 CPU
EBEFH—A CPU. 7 Linux FEFHLH sched_domain KX AR, FHASH
sched_group KR/~ B A4 .

F—A CPUHE A “BEE” BiFER (struct sched_domain), XK, XE
ZEEXT CONFIGSMP MM FAEH. XEBAEREELIEH
cpu_sched_domain(i)f1% this_sched_domain()FI K5 ia) . {RERKEREHHE
i ->parent $54TFTTE M IR RN .. ->parent FE5 BE{RIEL NULL 4K,
1 B 24 84~ CPU 4 ELidl &5 # LME T CPU A3 0.
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=% Linux BENE

Fria
v
2R RERER . . .
TR HICPUPT i Hira O e
®@ifBactive_task () BB ¥

®ifAresched_task () BB

p—>state==state

B % B #RCPUFIAE N rq®
e

N
DHIIR A5 = TASK_UNINTERRUPTIBL
Y PHJIR A R TASK_NONINTERACTIVE

REpHIHEIRFE A
SLEEP_NONINTERACTIVE

R EpHIMEIR KR
SLEEP_NONINTERACTIVEZN

BB BEr o EHIHERELED |

Y
!'sync| | B BRCPU==2 #hCPU
Y
p)->prio < (rq)->curr->prio
Y

S HARCPUE R AE®

:

B pHIR A 2 TASK_RUNNING

!

FIFFraBY BEFFIT FF 4 o i

3-2 try_to_wake_up() R ¥ EE
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B PR W #4010 3

R
recal_task_prio()
Q@R
__activate_task()
N
FME A B e
fiim=
v
BT IR 0 Ty AR
EFAFHFMELZD

R ELTH M LT

WEpHIBEIR KA WEpHIBEIRAR
SLEEP_INTERRUPTED SLEEP_INTERACTIVE

]

EFRBpHtinestamp

EHBRIBAFESHNFE

( &R )

Bl 3-3 active_task()ek 2 2 E

32



$B=% Linux BENLH

&>

y

REHBHAEBRRESNHVR

sleep_time

ceilingy fo i 76 8 8] Hr 52 Ak
HFAactiveMI B IKKEZ Y

pPARAZLERER
sleep_time K FceilingA
p->sleep_avg > ceiling

@ Episleep_avg N
ceiling: pRIBERRIS KN
SLEEP_NONINTERACTIVE;

pRYBRIR IS R B
SLEEP_NONINTERACTIVE
Hp A RAHZLEE

p->sleep_avg > ceiling

sleep_avg + sleep_time
>= ceiling

Hisleep_timei@EN 0

L

p—>sleep_avg += sleep_time

Hphsleep_avgi® Hceiling;
#sleep_time®w H0;

L

P->sleep_avg
NS_MAX_SLEEP_AV

WEP->sleep_avgX
NS_MAX_SLEEP_AVG

GE 22 ek e

)

B 3-4 recalc_task_prioQRH K FEE
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B PR R FH AT

A —NMARENTEEA#ER L CPU (FFF->span H). HERKWTEE
(span) BB R: “FEH CPU Z A B M4 . SN span VIR FIRES
span HIEBEE, HBAERRZ, —MABERKERLARDTENTFRESEE,
H CPU; My Z:Aitigi(Base Domain)ii Bl E DK io AL F BRI 4 8 TR BRI
CEEERRATHIE CPU, XEMBFAR, —& CPU £ cpu_allowed fL#
BEFAHRENERT, RELTUHTELBE.

B—NMAERHLAE —NBEED CPU 4 (struct sched_group), X4 F
->groups 15§ R — MR M BEER . TIXLE CPU 4189 cpumask ZEAE BTG E
A ERLRRAR R AR MR cpumask ST UA A ZE (BIRAHR). ->groups
RE TR MM ADABEXMEFTHEN CPU. MAELARBETIE, TIITH
B0 B & — & R 50 W g 5 At CPU Btz

B NAESNFERARA, BIEESNPEREEAEHY MBHT. X
MR, F—NABBELR—ABE. — MR E AR FTE CPU if
BEM. 4ENA—MANARBE FEORES S REASTH. “BEit” B

“TEE” RMBBBEREWNE—F. W SMT TS, EXREERENEHYE
CPU, MEANMHEE—MER CPUP,

FE kernel/sched.c %, run_rebalance_domains() & $(2A 57 1 F f) & rebalance_tick()
RE)ZE®T—A CPU LABMKIEZET. XARHE CPU MERIEEBRARERS
B TEFFEHREERE, WRE, WHATZAERN load balance() & % .
load_balance() iR ¥ H A3 CPU FiZE BB E BLA T ERFERS, WERT
#7501 A move_taskO BRI . T run_rebalance_domains() i FCEERN B
VB (IR parent B %), T R BB M R VE R, 1T 2 load_balance()
BB R RZE A 3-5 BiR.

3.2.3Linux2. 6 B CPU FEF1 A4t (affinity)

CPU 3R H)(affinity) Z # PR E A MAE K CPU LR BKA 8 HE 1T A8
EB B H AR ALY, 7F Linux2.6 lRAS, SIAT—FHLE, FFRA
RAATLAZRFESLIL CPU SER S,

FEHBHMBR task struct EHMF, H—FBRE CPU FRHEFAX
—cpu_allowed 7 #H . XMIEHn MIAK, SREF n MBELER——
SR BE 2 MIE CPUMRZATUUE 2 ff; £iXE CPU HRABERERA,



#=%F Linux JHEHH

)

P OV:IEET
ggfﬁ;ﬁﬁzp move_task ()

group A&

N

fEgrowpT EHBEILM
Z47BAFlbusiest

busiest %

busiest->nr_running -

KF 1

K oP I 345 A CPUAD
busiest#IiE1T 5 L8

#3352 MbusiestizZ 4T BAF
T8 B A ETIAFIO

25 A HiCPUMbusiest B
btipapl) AoE Sl

Hbusiest FTZECPU

MACPUSE+ Wil F&
M RBmigration R &R
SHFRCPU
N

h

> WX

==

B 3-5 load_balance()& Hi e E
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TR RFE M 24083

LKENRGERE A 4 MARE. WRALEFERRETREMNM, BaX
AMERRBATCFEARRM CPU EBT. Hit, R —AN#EAUERM CPU L2
17, FERBREFTEELBRZAHTIE, BaarEmer 1. £k,
XHAZ Linux FHBHESRERE.

Linux W# API 4t T —&771%, ik o] DB XA RS & 50 ML
EE‘H

sched_set_affinity() (FRMESAIHERD

sched get_affinity() (FREF LaTHIMI#R)

ERE, cpuaffinity SBEFRLEFELRE, BN ZXELHBER
sched_set_affinity.

WR—NMREMHAREIBBRMEUTET, BACRKEZTHA CPU &7
Kh#A. Bk, IRAENKEETEMROEE, BolxegEges -/
ER CPU LRIFHFRNM, IEMBREI LG RHERNEFHE (K
FEOWURBERFRGTE). B, XBLBETRLSERFN CPU LT,
RS MEHE R MEFTR.

3.3Linux AEHFIRARE

Linux2.6 RIIEE B ELE LT LA A et

1 BEAELESIBARAERNARNRAEREN, FUETBHENT
%, MHXIE LB EHENR A, tin, TR NEBERE MR
BRESHAFRENRM U RERFRE (CPU ZRE, £ 10 ZR
B, Linux2.6 WIZRRAKAEEEETHHBANG, HFRELEIH
BaARAAFHAD, IBRKHEIHAMLCRETRSBE™ENEMA
FetEaE.

2. TEPEAR AL TR AR S RO AR A IR I 2% R RR AR SCHE MR FAIAS- L,
A ERAENERE (BEdEEREHEAR), BHEMNIEER M
BRLTE2RF, BANRREHBHHEZERR ‘BERFHTHN,
B EEIR N~ LB BN cache B N F| 5 — ML RE cache
B, XERESTHEDLEARR.

3. HREMHBAFEREREMMNE, F—EFEPEAR. ZERT
S R FEEE CPU Z (8] “BREK”.
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F=F Linux BEHS

4. MWHREREE LE, BEXAELRNESPRERK EDF FRHERRK. 4
%, THEER-MERMEANFHIREREE X,

3.4 KE /NG

AEESMIET Linux2.6 7 O(1)iAFRHHAR S, RERENET 0Q1)
WEBFTHEINREEMBIELM: struct runqueue FI struct tast_struct, 98 T i
FESRRE . AR A MOLAE R TR, RS T RAERM TEMRBEMN Linux X4
SMP )32 #F, BIESAIERAEINEM CPUKENH, METHXNIEREOR
WAL, BJE, TR Linux2.6 B O()IBESBMAL. REMSHITA TEAMITE
AN 25N
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P RHBURFE R E 2R

FNEETHBEMNAERMOBNERS

4.1 GiEE

FEFEREN—AEEBiF BRGS0 FHmMEE, RERFEHE.
ABFEH AN EZ BRI, ROMRFABNRENTE. XHE BT
R — B AE 55 BOW DL B (6 OB T BT I AT I R LIS, SRR i A T 4,
FEEKm RN R EREE. SR TFEHREEERELEFBRTINE: [AeE5
FECFERE? ERMEESHTHEABTE? #8204 AENEY S
FE AR AR WL

RENFERRBHABRERNERM—ANEERR. ERHAEERMARE
RAZEOETERE, DENERAHSAEFERA, IRESHETETR
KBS REAE R H RN EAS. SIFEEARNELRARAREN
FHUR ST REAFETROZREFTERAER, IRERARAETE.

AT B3 5 8P R R R BB S8 T E s 4™

1)
2)
3)
4

5)

6)

ST RBHERREEN LA B ENREMRET RS
R SB35 B HEmE LU A R 1R SRR e TR %, (BRI E K.
RIS B X R A MBS SRR, TS FEAEARIERE.
% R UR IR A B S B R SR m M R R T BRI AN 05 R B IR
F) S B A s KM

HZEREGEBA—ERREAARBENE, RNAREERAZGMERE
[41]

EREEBRE T HPREE B LDARIRN . REETFIHWREAR
HERERSF B RS IR R

4.2 3B

FEFERBR—NERNAS A EE L —, HARE S Hamilton [T S,
B—~ NP st 8. SECFEH B9 58 & A8 FERS AR ETFE. AN
BN FSAZISOVR, AEBIRTHELBTE. BABSHETEY
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FNE ETRERNAENHBEIERE

FEFER: BRAHE, BEHE BB AR, ETEHRNTESE. ©T
HERBTE, BRTEXFEFUTILMN: REARBANETHREERKNRER
ik, BTRIEREEBET AOBRAREE, SENNESRAKESEY,

B0 ST RO B R R £, Kim R 1 i A B AL S P R
BORUTEAR: AREH. ARFEHRIMRE. EFEFENESFED.
NRR[BBTRNHRARBEHE L, HHT MR REN B EHRK R
M— A R R, AN nakRr AR AENEE, T54: 216
KRLMMENER, AFRETHESE, RENABEIFN, RAFRAKREE
B%. SCER[4SIRVAEEEERT UTHER: FAENE. ARNESSMERE R
WEESRIEE.

4.2.1 g ERE

ERNHREH AR FERAEEEMAEEANER L, KEZREWAR
THERE BN ENMNER, TUEAETFHEAEERANTAH<E, T, L, SXKE
e H:

K E(Environment): FRRNRAERIFIE;

HF T(Task): RAAFRAMIES B

KF L(Load): RRRGHI MBI

HF S(Strategy): 7~ F 4t 7K FH ) A B 3B

4.2.1.1Environment (SE, SD, SG)

EX 1 REARET ER—AN=T4H (SE, SD, SG). HH:

F G (System Environment): & 7 NBAHEIBERFRBREMR, AEF
EHEIENZER RS CPU KRG,

S TR 18, SD(Scheduling Domain): 7 7 8 P& K 3 S KB E R
SEH;
W4 SG(Scheduling Group): S 5RIFAEESNH CPUEE.

1. REHIE SE

SE REHMREW SRR Y A2 AYE LHEHEH. AROEINS
WA PEREEERRARW.

ERMEZRRENAEERTMAR, TUSNABASLEBRREMNAREE
RERRG. AMSLAERRAXRLHBEANLGESAR, £MEEBIITHR
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BRI # AR X

RERUNES, MTRAUSHERRERTHEALERENES. BRATEZ
4b, ZHEMDSP. ASIC. VLIW K3 38%4 s & KN AR & E Rt R,

ZRAEFH SMP REFFHANIFHANMU LM BRLERTHEE, S/ M0HE
BIUGARKESR, REWNE, SITRERKYG. SMP T HRNEREFHER
7. SMP FARIMIE, REAMNAZEARL—ER SMP. RN HE RN,
BEEBITHARMEINIRIERSE, BRERIENFRLLEI(AMP). AMP R4
BB RHARZALAEMEORER S HfEES. EAERT, ARREH
BERTI R S A 38, S A% AT BRERAT LU SMP (XHFR) BR AMP(IEXTFR)ER
BT, '
2. BFEIAEE SD

EHREFEREIED, RI\WSZEMAHEDN. EESERSThEEMX
RURSBFERERENER, ERAKEFHRESER X LHHINEY, B
A7 V-4 1 BE 4k SD(Scheduling Domain). B #1845 18 M3 7E SR P4 R
EHEE SD Ei#Titie.
3. RE4H SG

FBEFERAEES (MRIT-RARTFEAEESE) RABAEFH
Sched_event. AE AR MBFHAFENAIELLNL, ATTAERARBEREM.

BAERATHINEIAPIE: —PMRBIIAETFEEHN, FRARERESE;
—AMRZE5INBFEHEREHPTRE, RABERR. BERSEMNBERRZRLZ
BER. B, HP, Py, Py, PLIUANH R, BREANEN, HEP IITTH
BOFEBIRE, WP MRAERERE, P, P AP BERBERR; RN, &
P, AT T SBCFHERIRE, WP SR IRERS S, Py, P; FIP, MRAERA.

4.2.1.2Task(TT, TC)

EX2 AFESEF T R—ANZRATT, TC). H:

fE452R 8 TT(Task Type): RN P IRTHESHILE,

%2R TC(Task Constraints): RINTE B HIFHIES HREEXK.
1. fEHEBTT

RAPRTMEFSEERZMHEZREN, —RERBARRENNEAHITE S
2. EFARTC

RRES KIS S REE K.




FNE ETREANAENOESERL

4213Load((p, fy r, ) &) §)

X3 RBINETFLE—ATETAC®, f, T, %, 8, Hh
BB H (Load Parameter) ¢ : RFEMALKK T A ABHEE;
4% % % ${(Load Function) f: ERRZKIRN AHAEA D E R

8 BI{E (Load Threshold) I': KPR m I AEHE;
FEARA(Load State) x: RRRAENT RHIHBARS:

FEARABIEE T E (Load State modifying factor): R/RET REETT m A HE

REWHEF.
1. i 5%

FHEFEHREN—ANEEBFRRRARSENE, HEFHYEMNE. BT
FEBE, BTN EEK, FHit, BEEMAERERSBNNRAETXR. A&
R —MNERZELBITHAEES SARBENEE, ARSHENAEHTENL
VPR, AR FESEE X 2B R LN RRN AR ARERE. B,
— AN E#RB L H R E A BB LN ABIERN SRR TERAKRREXE
%=

EHGBENEREER S, FEXERRNARSHERE: BITAIIEFEK.
AZGRAKERE. CPUMREYI#E. CPURARE. TRAFKR/A. TSR]
RERIIEE. THRE. ALHEHEE. B, ARSHo RXERRNES,

AILARR A

0={(0,,9,,93,.--9,...) | 9,95, 93,...9,... € R} @-1)

Hd1, 9,,0,,95,..0,... T SEITNFIESH. RARAKER. CPU Y]

BE. CPU FAZE, ZRAFEKRAD. FHWRNEE. RERIEE. THARE.
55 BA R E X L R R AR .
BAEH . TRILR SR B A SRR 248 B T A1,
OMEIFHE, XERETUSMENE UBRE &
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BT R ¥R

QREBILFTE ZSF BRI AR,
@FAN BRI IEN B R 355 L5 Mg T,
2. BEE S

B R ALHE, WHHERHEWT:

f=f@),peR (4-2)

EEFZATAFIH TS5 NR B E— S BB BHE, BAZRENRRR
BunTF.

f=f(NR),NR>0 4-3)

3. MEBBIMET
FEBET R—AFE<B,B, >, HFPB,B,eR, 0<p <P, . BIHWLH

TRNABRE fHEABRS R o BUFBIMESE, , b, ABHEORAIM %Y & 45
B BRE x -
4. FERE

FERE— BB T H(dle). B (light load). 3E#(suitable load)Fiz #(over
load)lU7H, MABREEN(FH, B, &, TH).

B LR, ABRE ) SRBEET XREH. REARHET WHEATE
By B, TER B R B f P RIS X 18R 0 b7 24845 A B S R -

8, f(9)=0

|| EEI@<( 8]
BE-f(@)e(By B,]
2H, f(p)e (Bz’ °°)

(4-4)

5. RBREBIERTE

HBERFEEHRTERATEEGRRBED, CTURETE A RERIND S
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FNE ETHREMNAENGEGERL

HEBIME. BE200, BERA—FBENARTEHRERIE.

4.2.1.4 Strategy (ST, SC)

EX 4 R S B— A4 (ST, SC), HrA:

EREY ST(Scheduling Type): 7 518 T4 i fE A& AR AL .

LR SC(Scheduling Constraint): 27 B KRG LA R &1
1. ARERA ST

FRFEREOLRBEES AR BHREMSSEEY,

OHFRERBERFHERMIRME RE, BEFHIHIESEEN T,
BIMVEAREESHEHRREE, BITHARAREFSE, FHEREZRL. XM
ERNRRRATURIEMABHIEER, BARERLIFEPRAEME.

QHFRERIREHIMAENLN FARER, HIBMENFEY ALK
EFIRFHMEEEMNT R, ERTIRPEABABESHOADENE. ERAFE
EHSEENPATER S, EBENREHBRUER, KWBHSEEERE. B
EEHTLINE. FHIESITREER, BREEESTFEUBTHEEES
MIRGTTHY, AtiXF s % A FrER K,

B S BRI B A RIS AN,

OEEERATUEENIRAMRSFR.

QUBRBRENHEBTLTEESMELEBHRE, MAKMENARE
FREEERBEWE.

@UEFREREB—MEL N ZHES . EE—MEFHITEBHELSHFIK
WR: HBATE T4 L T i me R B 18] ek > = R

DN KGR EEFTIEFENEZEBIIBINMT R L.
2. BEARSC

R E RIS AR &

4.2.2 Linux M5 B FAHAREAEE

4.2.2.1Environment (SE, SD, SG)

1. R4 SE
Linux —HRFFAXMKRSABER, X&EKE, 5Hih CPU MLk, AER
M iZAR AR —A4 CPU. ZAENBRSBREARAFRME, ELAEREFHSIME
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PR K EF LA

BHRFEMARTTE AR, Linux BT RERRETE 3 PARKE M E L8R
BlLag:
R E A E B REW . XEHLBFTIE M RAM B HEHHTH CPUHE,
HERE, BERSAR—NRNHTILAEEHHLESR, CAENTTHE
BEEN, FRBEENZEANE. —ANMBEREMYE CPU L Linux F1EJL
MR FRZ4E CPU. ‘
NUMA. # CPU #1 RAM LAAHE “H55” IR HAEE - NFEARE A
CPU /LA RAM 5 /). 7E NUMA (AR &H+, X CPU RS ERE—/ITA
) “Ai” RAM BRI, EERP: JiREMAY A8 RAM SH#RIEEE.
2. SEBPEEREE SD
7E Linux F, BERERSENALER . R EENRAERAEZA TR
B, 8MAESAE - CPU F£.
3. AE4 SG
FMRERBAR IR A —AHEANE, FMEARFFERN—A CPU F£.
WEARFBRFERERINERLLY, ARECEAGHAESESG, FLTER
{1 P 5 R A TR P S AL ) SR S R BT
4.2.2.2 Task (TT, TC)

f£%3% TT: Linux R4 policy MEK £ X 5 LR SR AL EHE
EFARTC: LNHAEMEEHBRNREZEARN, EHERERZETYE
HHREET.

4.2.2.3L03d<(p9 f; r, X g)

1. 1B EHe

Linux KA CPU 3217 BA 51l 4 F BN 3 72 % B (ar_running) 112 47 BA 51 &
raw_weight_load XBEMEFEATESE. & rq £IEAFE CPU LKIETAAFIH
feét, p IEZRBITAIIRE—MELHRAT, N

for(int i=0;i<nr_running;i-++){

rq->raw_weighted_load += p->load weight;

p = p->next,

}

4 p->load_weight 218 i T T i) 5 K- E 1 :
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FNE ETHREANARNABGERE

Fp RABRIHBEEN
p->load_weight = 0;
p REMRAEFN
p->load_weight = RTPRIO_TO_LOAD_WEIGHT(p->1t_priority);
HpR_REBEFN
p->load_weight = PRIO_TO_LOAD_WEIGHT(p->static_prio);
AW, FE4 1 load_weight 5SS MERFE IR
2. REEHf
Linux B MFEERKFERMEA, YENE—ANENARBHFELSRKE
F%, O RBANESGERKEENMETFIKE, MRKBTENEMEE
FTBAFIHY nr_running Z A5 raw_weight load Z 1, ¥ n 24A#HFH CPU 8, N
TR S A

f(nr_running,raw_weight_load) = {(sum_nr_running, sum_weighted_load)

4-5)

| sum_nr_nmning=§n: nr_running, sum_weighted_load=i raw_weight_load} “
i=1 i=]

3. BHEET

TEGA tick A3 E# scheduler_tick()2 8 update_load() R HUR 5 7 L RIB T
NFIR 8k, {EF#& CPU V4 iREM EMAEMTKM CPU. Linux £ &K
find_busiest_group()3E BRI 1K  HATH CPU.

1) sum_weighted load f] PR :

avg_load = (SCHED_LOAD_SCALE * total_load) / total_pwr;

Hrh, total load l total pwr B FHERFIEEH:

unsigned long total_load = 0;

unsigned long total_pwr = 0;

unsigned long avg load = 0;

unsigned long load;

int load_group;

struct sched_group *group = sd->groups;

do{

int local_group = cpu_isset(this_cpu, group->cpumask);

for_each_cpu_mask(i, group->cpumask) {
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BT R R FR R

if (local_group) {
load = target_load(i, load_idx);
} else
load = source_load(i, load_idx);

avg_load +=load;

}

total load += avg_load;

total_pwr += group->cpu_power;

group = group->next;

} while (group != sd->groups);

2) sum_nr_running [_ERR:

group_capacity = group->cpu_power / SCHED _LOAD_SCALE;

£ sched_group Z#J%, cpu_power FEEH T HMEANEER, ER—AER
PARAZ ANEHAEREA. 8, £—MRAERPHELRN cpu_power #
R—HN, REEENBRHOBEIEHMPI LT SR —H. cpupower % F
SCHED_LOAD_SCALE AN HH, XMEBRR T ZAELXRE R P EHF
H AL T BER R ANBRT o U B MRS BB KE .
4. ERS

Linux BIRBRESTHZR, BR, E&, TE.
5. FABRESBERTE

Linux SiIERSEERFEAR—ABEEME, MERELFEABBERNS AL
o
4.2.2. 4 Strategy (ST, SC)

1. AERE ST
M Linux2.6.7 A, Linux #BH—FET “HAEER” BES0E RIS F
wWHEE, XR-MHSHBETFEEE. REEXEERNENMMBATHERZT
BTFR—TEEKNA N AN TAEEN, FHEFERA—A CPU EBEH—A
CPU. Linux B3 8F & HE4HIRHLA:
1) H— CPU BETHMAHE, schedule()e ¥ LA idle_balance()& £
HAtb CPU EHITE “Hr” d3k.
2) ZWHHE cpu BREENHFM, m4bhi GEIL run_rebalance domains()
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FUE ETHREMNAENARGERS

R BR—BNEHSRESEMAEEET FE, RN FEREI—
& load_balance() BR¥FE K.

load_balance() RFFEPIFFAT R, 45 T LT CPU NERAZ R PIFR
B, —BOEFEXUETAE S (sched group)F HE— idleCPU & H— busiest CPU
RIAT L RREEEE LB REEN R BIE.

Linux Fi% SR 8K

1) FEREEF, FREETHA;

2) WRFERENMA, REZASFIREEIHEBITIAG;

3) WMEFERECHEBTIAG, HERBIHENIULERRSHNES: WR

T HAAF A%, MA#ESIAS;
4) MR REHERIT IR IE:
I HRIFRETE CPU L#HIT.
I #HEEREM cpu_allowed FE AIFTH BF L CPU.
II. HIBMHERAR “BREZFHT” 1,

Linux W€ i S #&:

B ENEREN CPU #E B CHEREELA FABEIERENREK, K
Hitid# CPU ME R/ ABIHE B KBTS L. R AKFBELERR,
WA 1o B8 B8 CPU LAUZ
2. AELARSC

7 Linux #, HF5IAT CPU EM S(affinity), /P FILLRE B EHESE

EAN CPU L#4T, AEAEEMNNHBREZEZBESHEERBEFH
cpu_allowed FE, Bl B#r CPU EZEH cpu_allowed FBF ELI.

4.2.3 i FEPRLAKEE B E

4.2 3.1 fadiBHRA0IRIE

R[S0 T —F & T A FIIFKES HE A BB EE, TUHRURRE
RAMPEREAME. Kunz W TRBITRIHMES S RAERARER, CPU ERY]
&, CPU FIAE. TRHAFERNIA 1 S4ARETFHES 6 METURIRLRE
gy “B” K “5” A&, RAKPRRELF R LITIEFF HEB1TATUES K,
EAHERTERRI A B RLEFY. BF LAENARTERESEHE
FTRAFUES BUE D 18 IEAR. ARSI AR, —BERBEFHE, ¥R
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R O e A

PR R R IR T AR A 1 8 dRAR . SCER(461R HH, BARSH RS RHEIFIK
BE(BI CPUYRA B B AR 2 S B daa 1B R X Fh B PR AR R FE R X 4t R M AR
ANEVBR A, — NEEREX FIRAY & P B R LB AT B 1) BT R b JL AN RERR S R A o
HESGETES, BEEEERAREARE, 8 CPUFMAZRM VO FARNEEN.
R, T B B RN AR b S B R LA D SRR A B K B 1R o SRR
G Z R BRSO AR . ZCMALRERERY, ANEET RE
AR CPU PFIKER LM E RIXFH R R AT EF O, AENRET
WHRAZFTLMER CPU BAFIKEAEA F18idetn, BN EHWRASHKE, MAES
LEIVASEESR 7)) S

MR 15 2R G 2 e B0 AR (K e 52 B ) 3 795 5 T R % B8, Linux 3£ #3 IBA FU h 4R
RABEBNESHTEIBA—ERRIFHIEE. AIUEA CPU M AFER 7 I
ASEIERR, GHEBEEEERTF VO FRAMBERERTRARONA.

4.2.3.2 TBHERERE

Leland 1 Ot*?VAX750 1 780 L4M47 T 9.5X10°6 4 UNIX ##2, $2HHE
B4 4w A #H#HHE UBNE(used-better-than-new-in-expectation)ftt . Wt 26, 32
HETE A A CPU MR [El(age)# K, EFAH CPU Bkl KA.
Harchol-Balter 1 Downey M@ 2 #riiftl, AXEMMLEREHBHTHEME
w:
1) TR “EM” #iE, FAXEHBERTRTETESKNEREN, B
PAAME T 8 1 SR B FF4H

2) XHEBEMAMS AN RRENEFSENTBHERET ST,
HELEC A A CPU Bfal(age), BT, FEFEMHARNEB KR
REHEER.

WRELR 1), ACEFERFTREHRKEBITHANERRIE. REF:
B, NHEBASXRE, TBREXWENNRIZRELK. RE#ENRKETH
B BEBAME T B R BB T A B %A BT IS . 2K, WERRE,
EEB AN HEREEM TR, AEEERLERMBITHERNTFHEATE
BITHRERE. B, 2ERTIBHEN—NERERE: #EHRRETH
B K FEBTFE.

XHER[S3)#2 T #H IR AM TR AR

c=f+p/b (4-6)
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ENE ETRENAENHRSERS

He, fAEZEBA, v HEBHBHAFRD, b ARFERTERE.
WHETE p BIARREBITHIEA T(p), WREAK4-6)H:

% T(p)>c, BN T(p)>f+u/b R, #7Ep TLHEIBE 57— CPU L,

B2 p MARKIZITHE Te)mfk? 4t )R\ T#HBEG AL, Ba
HEEM AR MR ENN? XS EET “4233 #REGAY” MIERE
itig.

BENIBHEBEN Y ARARANBREARAEE. BMNEBRMAEKY
415 A CPU B li)(age)™. 3 H, BWEBMELLFTE CPU LBIT, BHE
B—ANEFE CPU LIBfTHES W RITH T RLR T K T B H R A a .

WHEE p PR A B BE N Rp), HAR@-6)KBIHBAM N fru )b,
240 & A CPU R[] age(p).

LT EFMHRILE, PETETRENHE p TEABEB B H A CPU L.

1R(p) x—284P)__

/b
f +u(plge(p) age(p ) )
R X——"‘l‘—sv'-s R j x—-————j_.
max(l R xR TR

Ha, j0#FE p rfE CPU LHI#HEEE.

HEE#FER, AXBRETEFTHHEHHENNEME, EE 14315
% DREFRRRRETXH MR REIHN .

THETRHEEE 2 (I 4.3.2 Bi% 2)FEF RS A REB AR HN &
1.

#F Harchol-Balter 1 Downey® I T #E, W LL#ES HESTHHHEHRAD
BATEE] A
feulb @8

n—-m

Ko, f+u/bRAKE4-6), n £ CPU 2% H, m HH¥ CPU L
HEHE .

WiTE p BETE & CPU BHALA age(p), HAR(4-8)15:

Minimum _migration _age =

% age(p) > Minimum _migration _age , Bl age(p) > L+ulb B, AIAERHRE
n—m

p |5 —A CPU L.
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B FRHIRE L A0 3

HEW 2)E, —MN#EBEMN— CPU EB R B4 —4 CPU L, RBHEXHX
P CPU S BUE B M, BRIE B2 o] LU IR T B (B 7R 2 AT B 1T 1Y 18] (age)
EEEEIE CPU M B CPU fi#. —%5 BEB MR CPU M B # CPU Sl m
PwmE/NEERE, B

| R, = R(s, ) || +|| R, + R(s, p,d) |
=min(|| R, = R(s, po) || +1| R; + R(s, po, ) [ ---s (4-9)
| R, = R(s, p) | +| R, + R(s, p,, ) D)

Eht, RNBETARAREERE, SN EFEREBHFHENHNEHA
o

4.2.3.3 #HIBEWREH

NEFEHRE KRBT LRSS, BEABRERBEN HAREN
HEIERA . WA TRMERM AR AR TEHAHBEHFTE.
1. HRRE AR

X K B AR B AR Ay BT IR 0RO 48+ A1 9247, Harchol-Balter™ 5% fl 4t it %
T, BT L2 4E1 2 & H CPU I A (age)T KT 1s B 2 B4 4 FE i (lifetime)

P{ Lifetime > T} = TX (4-10)

K, k BEMARM RS AE- 1.3 2- 0.8 a2k, BHEER- 1. ETXA
S3A, BT DA P2 X 24 5 AR A B 18] SR T B AR B R SR IB AT B 4]

LR LA S CPU W jE](age)T /M F 1 BB, Z#BEEIELT(live)T I
ZXTF 12. Bk, S4E44AHifetime)NTF 1 BAERERR, FKEMEHAF
AL B0 2 5 A CPU B fE](age) K.

HHHFRERRIZBATHE] T K F % T H 4a1H2 5 A CPU B (age) B AT e
TR K, BN T > age FIATREMEIR K . BAVEF U aTHERE 5 F CPU K (8] (age)k Tl
FERREVZITR (8] To 7 “4.3.1.2 THAREERE” M, B “%4 T(p)>c, B
Tp)y> £ +u/ b, ¥ p TUHEBES—A CPU L7, HE p MIKFKIZITH A
T(p) ™ LU T 7272 i CPU B [d](age) R Fidll, A ZTHE&HT LS K.

X age(p)>c, Bfl age(p)>f+u /b, AR p ATLAEEBEIH—4 CPU L.

2. BRERTRMEA
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FNE ETHREMNARNABGERS

SCHR[54] H ER BRTIM 04977 R X AE 55 AU AT B () BEAT f 3

WERER T (Trace Time) I MK A T, MEWHERR v, EFHENR
FEEKNIM, EEFEFAXHENEKL, EFEEAFHENEE Do £%
BITHHICH 4L FN, 5 M FN P EEHENEE D, TEH:

ﬂiﬁﬁi Vm:

D
= 4-11
W=7 “-11)
Vi ) SO E EE ve
Df
==t 4-12
=7 (4-12)
PATHS(E] T
r-M_ L 4-13)
V Vg
Bk
M L
T—ﬂxgi+zg) 4-14)

B ERPIR T RBATHE, FE 2 KRR RELIEE, H5, REM
T gt R) E ARAE BE B R R LA — MEFAT ARG R FIR, BRERTUM BB [8)
ERUTEEE, JEARRDRENAH. BRASCERTR 1 RUEBTERTE
HEREw AR,

4.2.3. 4 %1885

fE “2.32CMP £#3” 513, CMP AERHF CPU BRLOPUTHIEFZ
EAENTEEHTHRAESRS, HRREGSEHLIFZEER. Bt
ERMF LEEBEENEERF, —HRET B&ILZM cache 51, —MERET
A EMEES Y. B&IE cache FHRIEE CPU WEAFHREN _HR=K
cache, AITREFLUREANEEE, FEIEERONBLHTER. £2THLEE
BRI RGN CPU B R ML A4 8 STH cache, &4 CPU BLEIER
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B TR KET L A0

XAFXRE A EMBETRNEEE R, &4 CPU L IEEEHEEERE.
B TR, B B EREEBEGHHRIE. Lin WZERT EHESH
AR K5 BT £ CPU XL ZHER A 2215 13 SHMEE Bt

1. 8 CPU XE. EABREXEFHANE CPU XERRM A LEREENF
FHEAR. 8 CPURBTERBEEMNEE, REMEN CPU XNH
HP—APMLE. —A CPURTUMEMIEE AT EMAREOHIE
&M, BREANIZF M CPU MNKHEATE. AEES TR
# CPURBAEF&M, BHANKEHBREEZEARSHER TR
& CPUEZE.,

2. BTHE. BRBT “E—EBR—F" B43IENEFRGNBRELN
FERRERRXENBRIEESHARE TN, XENMHRELRLBA T
AHIT, Aaepl, B#%IAh CPU AR —7EE28 850, Linux A&
RET FIIEIERE atomic_t MI—BE[IHREIE, XERHME
YER T atomic_t KEMARE, HUERTFHILHRESHELSRMER.

3. BlEdl. BIESIRAXRAESGEBIATP TN —FEEERBB. WERN
BEABRERNERBITT, HENBBLECHPIT: R R H
BATERM CPU LM AZIEFIRZHE, S, IREIIT—&KEE
PR E L HR SRR, BMELSHARESBRELETE, SHhE
CPU LARIFIEAT.

4. F58. Lnx RE|ETHMESE: ABESE, BN&RIEHEEHEH;
System V IPC (558, BHA/A#HEMFER. £k, BRNRFEAZRES
B. HABEHBERERRAKE S ERP RS
BROAN, SHEMANGEEREERE. REEREEERE, &R
A BRZAEITRE

5. B—#EN—FHF (RCU. ATHRFEZHERTH L CPU RMEIE
ZHTRWT A —MNRSER, Z—#EN—FEH (RCU). RCU AKZE
MEEMBEFRIAT. CEIRHTARYRY R EREEW, H
K BAAAIERS RCP RVEE, WTFAR:

1) RCU R #shs B3 @i 354 51 M BEIRESEW .
2) TEH RCUBRFHIRAR P, (A AZIEHBREBARER.
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BNE ETFREAMNHZNABRYE RS
4.2 3.5 HIETBRM

KEEBRGET, “HEIB” R—HELREGRABAAKEAN—IMERIEE S
— ML, HEHBNE “‘BiR” SEEITTENTE. ERAGETH “#ET
B 5£ENABEIBRARAMN. SHERALHEEIBEETAZKNEIT LTS
MARERZRIENIIR, REGEERMREREHRS, BRLABERS, £
HTREFHBAYE. ER, EENERLEEELEMTF, L1 Cache REMIEZ AR,
SN ZHH B OM Cache. ZEXFBMT, MEHBEN—MEEBZTHE 5 —
MEEEZ, BAXNMIRESHWR—EHFFH.

ERMNMPWABHEREPERAEEA Linu26 ARERRHE
can_migrate_task QR /FRAIET, BREEHHEREHERZ T HAEK:

(HHRBZJFREE CPU LIAT.

QR E K cpu_allowed FERAVFHIHFIF L CPU,

QHEIEBHHERE ‘BEZFHaT” 1.

R, ATHRNEE, ETEMNEEFABERRA, BEHENKIY
HRRBIARELE T LEHERK.

FHEMEBRI BT E TETRIGEEMRE, UEEES—&IHENL
RIBX LR A FAEZHR, SEHFNEHEREHET. &, #REOREaE.

1) BHREPITRE: ERJANSTHEMNLEBRES, SBEARE LT XU#H

NRAEFNKEER, WERTHER, BAFFEE, RIBHS.
2) HEMHFEFMAEREER: IREEEREZRETEN—IS, BFERE
MEFER, #EEREGEENHKRERS.

3) HEEHIER: GEHERIAR, HBEMNAR NHEFRRE.

4) THAXBER: HRITFHSUHE BEE R RFASUHE TR,

5) BEKMEBERE: EEEEENMEENEENEHER.

EZRARGT, #ENIBEHLRE. AREE—HBIHITH, BT
JINMEREEBRFFBROARREEHRBEHRF P, SLFERAE: BFITH
# (PC), tRIBH 7R (SP), BHAFFSH, BERAFTHFH, B8 CPURSERMN
MEBIE R TS, FRBEHEN RAM AT EETFS. YURAETE
ZHRE, EIRE CPU BL ERE ZF NPT, AZAREMRTEENFR
FFE CPU HFHEBRKALUT .

B T7E Linux F, #HEBIABRERREAPTHHESE “TBEEFGP”
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BF R FE L F AR

W, FRERRERFTETm/L G BB LISER:
dequeue_task(p, src_array);

dec_nr_running(p, src_rq);
set_task_cpu(p, this_cpu);
inc_nr_running(p, this_rq);
enqueue_task(p, this_array);

B, BHTIHHRE p AIE CPU BIREH B src_armay (TTHERESIHAL
ARERGS A T T, IR MELKAN nr_active MUK ZMR L FEH e
I&47BAFY src_rq B nr_running J—, REHHEFE p B thread_info->cpu BB K E
BOLH EIH BB CPU, 34 B # CPU Z4TBA % this_rq ) nr_running 3 1, B/5%
B2 p F this_rq FIRERHA this_array (A RERIEFIH A AR T HAIEA)
¥, this_array->nr_active #f 1.

BRI HRIEW KRB CPU MEBITASY, B—ANHRRRTFN—NEITF
BIERRE FEAS —NSITAFIF L R e a1 E, Bibn] BRI E € T4
# o .
HTREZBERREHRRILEANE, BHTHHENER LG AL R
TR ZABRNAE, ETXRRE LT (RELTXRBEBUAKRRS
e FERFENTA. 55 BTFHIBAELRE “REZFAFHN”, BEik
HBEIBIA MR LEEEITH, BRAFFEN—A cache ¥ NERE 5
cache, (HIERFEMNNFEIG ZHABEMCHIEIE, I MEEMFHTURHHRE
FaE THEEAR b v BRULRFH F b KIKB.

ZL, RATUBIIB—AAPELEIT. TR “BEZHFHT” HHEEL
R c=f+u/b. XEXE[S3HREKFEBRTIHE AN EARR R/,

4.3 BiEgit

2 3CAE FRES B9 CPU MR R AR AR X BB T, FrelEA CPU fIf
HRE—NAE (%CPU, %MEM), BEHRBAENZN > ERFARARENE
RO, mERNAERSERREFERANTFERE.

BWHEA CPU LIETASINKES n, n MES CPU MLERSIREL. L&
KABECHRHEB N CPUBFIMKE. M ATHAFLE, m()ZHEI B
B TR KD,
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FNE ETHRENHENARGERL

%CPU = %x 100% (4-15)
Zm(i)
YMEM =-=L——x100% (4-16)

A TEHEEITBHEXNE CPU B, & X EHH#E i xR CPU M IE it
#HHE RGDH:

R(s,i)= (_Ll_,%) (4-17)

AT HEIBHE HM CPU KM, & GEHHARE i X B # CPU B %
ﬁﬁ%ﬁﬁ% R(S,i, d)j'ﬂ:

sy L@ _
R(S’l,d)_(l/d, M (4 18)

BERFERE @B EEMMRIEE, TUTEHRRBIHHBENIRE CPUME
i CPU B IRMERIE SLRI M  Z A BN EHIER B inZ — 23 E| CPU BFEMA R
FAFAARZ ANEMXRRERARETE, NRIRKFENE CPU AR
i) B A BRI KD

4.3.1 EixA1

4,3.1.1 BBER

AL IRIAT B E RS A B R YENTARNAR/DNTHRES,
B, BT ARENERE, YEVANARKTRER, i, %Y SHE
ARIEE .
4.3.1. 2 EIREHE

HiEM RSP BIT.

F— HEEETBHIHREMNES Pungaione IBIE“4.2.32 TBHABEIIERE",
ANTTEISHT, BT CAR SRR 0 2 50 A A B TR SR T R R R SR IZAT R 18] SEFERIR
RBITH R K FHEIBAN, EHik,
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BT R #AIR X

Pm:gmtion = {pl lpl € Rsource Aage(px) >f+mem(px)/b} (4-19)

E P =0, BEBTHS.
B RE CPU SBISISEEEP, ., . REEEEP, ., . H
Pmingration E"Jﬁﬁf’ﬁ%ﬁﬁﬁ"]fﬁ@iﬁﬂ, Ep

Pexpterd = {pl I pi € Pmlgrauon Apl € Pexpired_array} (4-20)

%—:‘ﬁ;‘ tu%Ps&piﬂ!d:@’ l)_I‘IJI)‘-_-'I)mlgmlizm; ﬁ[!%Pexpiredig’ DIIJ})=},explredc

B WEEGPTEFTIBERE p,, p, NAEBKNBFEARREE., &
MHEBRMEEB RN B 2K (4-6)KB) B #2874 At e

_ . age(p)
D =4P:| D, € PA|| R(s,t)llx———fmem(pl)/b =
age(p,) : age(p,) ]
max(l| R(s,1)|| x T mem(p,) /b,..-,ll R(s, j)Ix 7+ mem(p,) /b), (4-21)

R P}
BR BEER.
4.3.1.3 TLIHKRE

CHR[56]3R H T —Fr &/ k FHEMEVLE L SKR, FELBEY: JA ERIEHLT
BART ROEEER, HAMNTEN Akt k MBSO A REEAZ k(1<k
SN RFFENEFE - EEN BT R, BRXEBE KRR —
AW AR XESTINBRRAEESTELP, RHT LDS,LRS,LHS =#
Bk, He LDS HiER BiR 2 d# CPU KX MBS B &>, LRS HiERF
BH CPU B BIMHE BB &P . BT IXER[S7IF[SSIFITIE, & ILBH HEY
R E LR .

WRIERBARE y, EXRITEHE CPU: —FHidH CPU, HABRE =T

B —HRARE CPU, HAFREx=ZHREH. dTiIH CPU REZKRHMHA

£, HOIGEFRANRME (Donor), ich D. B CPU KRZ HEZ#H (Receiver), BN
R, R ] CPU HiEBR, FRANEZHNAE. R, ATHEERL, xXTF
WEZER “H#” kR~F CPU Hfi#kEIHE.
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FENE BT HENAENGBE RS

D REMERARER W FoR:
W ={Aw,, Aw,...Aw, }
e, Aw B DHE i CPUME KRR, Baw =W,-T,, [, RAKEME,
# CPU MHAE W, X ME, % CPU AT E. BT Linux 5IA T HEERK
A, FHW doman RN EABERFFE CPU BMERAB, TW gop KT

RN REEPHE-LREE CPU ERFH.
R B BZ M 518 C FoR:

C={Ac,,Ac,..Ac,}
HA, Ac ERFE i CPU ERNTERENEREZHAE, B A, =T, -W,,
T, RARBME, & CPUMRERW, HMTEME, % CPU KRBT R. Caoman TR
ENERAREFE CPU BEZNHE, T Com RA—MAERTE—I
BHAREZH AR
ﬁ&im,:f&,, HhieD,jeR.

J=1
KW ={Aw, Aw,..Aw, } FIC = {Ac,, Ac,...Ac,} FRITTEIRFEFHS, B3
W={w,w,.w,}, HFw>w>.>w,

C={c,cp..c,}> HHF ¢ >e,>..>¢,

BRRAFE— N RBSTEIEM A, EBC=WxA, W A% mxnfEek:

xll A xln
A=t o
Xm0 X

Zwl(j)xij =cj’j€R

ieD
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TR RE L ¥ AR

> w()=w,VieD

JjeR

x;€{0,1},ieD,jeR

Hx, AR, KiEEi SEZEjZRIRERE. Y x, R5E A CPU KE

ieD

BIfER: Y x, ®r-H i1 CPURHMER. w())FRE i1 CPU A4 CPU

JER
RIEH) 8.
CPU Z A BF R R BRI, Bk, EARegH Bir2 ™M CPU Z 1AM

BETH, BREES CPU REHEZIHMHEEBEED. BT RESEER A
ALVERZME, XANRERT LIS 4 T R A A RAL

F=min{max x,,Vje Rmax x,,Vie D} (4-22)

1eD JeR

EEF BA, TUARHEER. #maxx VieR B, REE

ieD

max Y x,,Vie D&/M. Donor H K] BixRff max Y x, VieD&/D, BIfE W
JeR jeR

8/ CPU K HMHE BE &/
Donor HZ:HAR A -
1) 4W=W

group ?

C=C,,,

2) K W5 CHEFHF. &Fw=0, BtZE10).

3) He=0, BRUEBENFEEA group § KEIKREESR sd, # sd
MERFBH W BEEZHREN Cuo W =W,,C=C,, %
W 5 CH#MEHF. e 20, BE 7).

4) FHe=0, #EMNLREFBHEER, Hiq»0NERRFTHRLE
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FNE ETHEMNAENGAEIERSE

BREE AN I1E.
5) WMRBRBTRLEEAEEHE =0, FiF CPUALTEERS,
MBEZE 10).

6) HUMBRRIWEARBEHL RABEA Wooman, FEEZHIAEN
Caomaine LW =W jonsC = Cionai» & W 5 C 1BEFFHEF

7 H W HFw<e, WE C FHEER, BREHFE I eC, AR
¢ =wo. BT, WEw 5c HTHREHE.

8) EFFLEC e, =w, WHEEwE q#TREHE, W,
w=0, ¢=¢-w. FBqRFEFHBANCF. BEE 7).

9) #Fw >max{c,c,..c,}, Bw>c, BEHwE T RENE,
BBt =0, w=w—c. HwZFEFHEAW ., BLZ 7).

10) HEE R,

R W={33,9,7,6},C={26,20,7,2} 1% F Donor BEiEHTEW T :
v C Vv C v C Vv C L) c
33 26 9 20 7 1 7 11 6 4
9 20 7 7 7 \‘ 7 6 2 2
7 7 7 2 6 2
6 2 6

A B C D E

4-1 Donor Ei%x
MBS, MRS CPU Z [BIRBEXRFR T LB 45ERE B Rxh:

0

B - 0
4x4 — 0
1

S O O =
— D bt
S = O O

FERFITRS F B ERE, W C={26, 20, 7, 2}F & HEXRH CPU; 5|
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TR RE B L # AR

RRFBIRMESE, W7E W=(33, 9, 7, 6} FZHEXNNE CPU. $i#4 33 & CPU
FIHE—ANTR) 5HEHN 26 B CPU UTHE—ARER) #1777 —kilfE, &
WHRERERE—TE—FINER 1. AEF AN 9 B CPU FINE AR 5HEBHN
20 B9 CPU (ATHIE AT HE) #AT T — Ol (s, EMEEME TR ZREN
1. AT B R)IX & CPU Z[BLE(E I EEUN 6 IR, 7EIXUEE CPU Z ], &5 6 KA
AUAT M RGP .

4.3.28%2

4.3.2.1 BRI

KA SHEE 1 RKEBRE, BIRERE.
4.3.2. 2 iRERER

ATLMEA S EEE | AHRBEFERR . WA DUEA T RMEE:

F—F BHRESTIBIHENES Pingaion. IRIE“4.2.32 THHEMER,
MR, BETBRHEREES A

f+mem(p,)/b
n-m

P

mugration = {px I pi € Psource A age(pi) > } (4-23)

%Pmigmﬁon =®’ BEBHE.
B WIE CPU T HIRAFI R A Toord amy | it ot 22 po g Towired_amey 7
Pmingration E‘Jﬁﬁ‘@%‘&ﬁ%ﬁgiﬁﬁy ED

vPexpierd ={pi lpx Engnman Api Echpired_army}
=5 R eord =0, P = Fugin , g5 Fewrd 2Dy P= e,

FEIS WEA P PRBTBHEPr, THHRE P I AR B iR AT
VSR R BRI R/

Py ={p;| P, € PA|| R, = R(s,D) || +|| R, + R(s,1,d) |
=min(|| R, - R(s,0) || +1| R, + R(5,0,d) },..., (4-24)
I R, = R(s, DI +1| R, + R(s, , D) D FF, j = Pl}
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BRL HEGR,

4.3.2. 3 ENEKRE

£ F BB —AHERRMFE max Y x,,Vje R, B/Do Receiver HIAHT B Irmk

1eD

BAHTEHZER, B C FHEA CPU #EZHIIH BE & /N . Receiver H %5 Donor
B, ENRARZAR RIS USSR AREZE D EERRRTHEINE.
Receiver B iEHiR:

1
2)

L))

4

5)

6)

7

8

9

BW =W 0, C=Cpry o

¥ W5 CiBEFHS. &c=0, BtZ 10).

Ew =0, BREBENLFEAH group " KEIFRFE sd, Hsd HE
KHEH Wy, BEEZHHEBN Cyo #W=W,C=C,, B WEC
HEFHT. Hw =0, BEET).

apuen) FEAESEER, Bw s 0RERRITRLIERER L.
MRBEINTHRLEEAEHBEw, =0, FH CPUHLTESRNRTES, M

BEZE 10)
FUNERINAERNZ RAEN Waoman FEESZ RN Comaino
BW =W,insC = Cronan» 1§ W 5 C H2FEFFHES,

#C e swE W R, BREFE—w W, 8w =q,
EAIE W, 5 o AT R,

MBEREEw, B w, =c,» WEER w5 #TRENE, W,
q=0, w=w—c. BwERFEHFBEAW F. BE7).

# ¢, >max{w,w,..w,}, Blc >w, HEWKcqE5wBTRENE, L
w=0, ¢=c-Wo. ¥qRWFEHEANCF. IZET7).
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10) HiELE R,
B W={34,9,7,7},C={26,22,8,1}, £ Receiver HiEIEWT:

C v c 1] c ] c ] c ]
26 34 22 9 13 > g 8 " 7 5 7
22 9 8 8 8 7 5 7 1
8 7 1 7 1 7 1 1
1 7 7

A B c D E

4-2 Receiver Ei%k
B, FERE)E CPU Z B AEGE R AT LLEILSEM B RRN:

SERERIFRR B ESE, BIE C={26,22,8,1} P& HEI MK CPU; ITRF
FERE, BIZE W={34,9,7,7} & S EBXT N CPU. H1E N 26 i CPU (B
—ATLE) 5HBA 34 B CPU UTHE—ANLE) #ITT —KE(E, FEHEER
FEITEFINEN 1. 8N 22 1 CPU GIKE-/TER) 508K 9 K CPU

UTHE AR #7 T —REE, BREFERE TR S/MER 1.8
FIXL CPU Z [MIEFERSEA 7 K. 7EXE CPU Z 6], £id 7 Wl EM eI LUER
Gk B4

4. 4 BHREW

1. #REFBERRR
struct resource_vector{
unsigned long cpu_usage; //CPU FFI &
unsigned long mem_usage; /P FEFI &
35
2. FEMFEHARFRF task_struct PRI S AE W EHANER
struct resource_vector res_vec; //fEHGHIREFAEGER
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unsigned long age;  //FFHUGHFEE & F CPU BT A]
unsigned long overhead; //FFHUR TR FFHE(fhH1E)
3. CPU fiBife R&Ex
struct cpu_load{
spinlock_tlock; /MRIF XN B e
intcpu; /4 E0 cpu S
intdest cpu; /HE cpu 5
unsigned long delta_work_load; //5%1# LR TRALKARERE
struct runqueue *rq; /¥ (A A HLIB AT BAFY B S
struct list_head cpu_list; /fE B I A REER T8 & ALAF
3
4§/ CPU #4 —/ 3R struct cpu_load 4543, ALLZRENKAZEERU
HERGN R BIERE.
4, REHEERER
struct list_head * donor;  /FEM ABIRHEHE
struct list_head *receiver; /A FHESZEHE
XA ERITEER & struct cpu_load £544, #RIE XL delta_work_load X5
BIAAN, BAKEVNOBRRHEF . —A CPU f struct cpu_load %5 HNRER Y H
RIEXFHNMEER L, BAEATEERMBNREENRABNERE, EEA
£ donor % b, BATE receiver R L, HEEC—NMHEREART, BAETU
REBM CPU,
5. 18 PR load upper _threshold 5 T FR load_lower_threshold
unsigned long load_upper_threshold; //#i % LR
unsigned long load_lower_threshold; /51 % T R
& X FAMBIME: PR load_upper threshold &5 F R load_lower_threshold, {78
load_upper _threshold > load_lower_thresholde XfF % i 4 CPU EHJAEK Res:
(1)tm 8 Res>load_upper _threshold, 8% i 4 CPU id#, #1% CPU 5| Aid
#44 D(eh donor ¥4 15, ¥ Res - load_upper _threshold ST HIZEFA
% CPU XM struct cpu_load £5#HY delta_work_load S5 F .
(2) i B Res< load_lower_threshold, &#% i4 CPURH&, Hix CPUFIA
B4 S R(H receiver 15478 )H, 3% load lower threshold — Res Fi 8 ZHF
Ai% CPU XtRZf struct cpu_load £ ¥IH delta_work_load 57 F -
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(3) tn 2 load_upper _threshold > Res> load_lower threshold, &% i 4~ CPU
FBEF, FPREMAEIE, X4 CPU XN struct cpu_load ZHHATFER
A\ donor B receiver HERZ H.

6. BHERFBLEBETRMREIRA

set_load_upper_threshold();

set_load lower_threshold();

RELBETRIATREAZAIEN, HMREERNTEEE, AP TLE
1 set_load_upper_threshold()F1 set_load_lower threshold()Z 458 F sk 28 f 8 LR
load_upper _threshold 5 T fR load lower_threshold {4 .

4.5 KBNS

AEEARN -HABSERBRZL, FHNTLHE<E, T, L, SSKER.
RIERB AL EANE T3 Linux fAEEREHTEN, FEHHT Linux
FISEGHT R T L AR RRE T S. BRI HANERMT, RETHEHAR
ML, KPR E HIER AR Z L 7E T ER A T RIRF £ (CPU A 2
AFRMRARWEARZET. ARZRET, B 1| HEFREEHWTIBHRER
ARANHRGEAESE. BNTBANNEKILTEANE, WEE 2 &
BXEN AMEF AN RRAEERER MIBERTIE. HE 16
RALRBEMREE MELE, THE2 NEMSKENEZEREELE.



FHE BEGERYE

FRERESRE

BEE N BB HREERNAWIRE, TRAEFRAREREZBANNZ
Kik. ERAEBHRBINRERGRE THIER, AN, RERKEREE
PLrl L E e FT Bk k. #FERIERME RS Linux, FreeBSD,Windows %5 H A& A BEAE
FIFHERB L TAEEE R EBITH. SRS HIAXERNKGE, BN
BERkK. ROMZIMEXNERIE, ERERFLWKTANE. RNE
F R TR RE S, LHE Linnx AR ERIRS TR, FREBAERLE
FHRIRAKN

B 87 ERr L3 F CMP IR RIE A THRENR, £ RIRIERERLERBITR
B, W9, S, BENEEIRF CMP HIBRERF R RBEAXN T RATIAR,
EREAMTTAT CMP HREREEEEFEENE N BIERAEMNE RS
B, AXNEZRLEBOHRERRAEBRAEEARETT AHNEE; Xt
Linux2.6 P9 4% 1 O(1) VA B A BISMT#E AT T 40 7047 7E18 Linux BAIERA
M — A R ER AL b, 4E%F Linux B BAFRBEIBERANBOAL, LRFRA
ot Bk D N B )0 B AR, Wit T — M ETREMARMABIERE. &
HkiEd v RN CPU R M AR I 2 RE #EB32, (R Donor 5K
Receiver HIERER, RHRFMRALEXMLANE. ZRAELAELEFTRE
WA ERRNBE— PSRN, RRIEFESREHTH TR
1. HETHEEUNEET CPU RN R BIR, Xbr Lie A2 LAMEILA A £
MR EER ABIEFHPEEENER, TSR TESHARBERILNTR.
2. ZEEMEIET, FAREEFAFINERREME CPUREGER, SEXKENR
CPU B, HFEBHERLFTESE A, SHERREEM. I TR EFHERE
HRAE, ATUAEEFrEER, SEFERRMRER SRS RRTH.

3. HETHHEETRINERABESEREEZARES PR TEFETRT
i. HTMABREBMRERREARPEZARGREZE, FHTEETHEK
KEENZRZLRN, RUEFHERTHEIENRRRCEZRERIE TR
T, BESEBLERABRERE B RIRRTT Ko
4. A—MEFAFIHERFRA—FK KO HER ERGEFA—MMeEE L, EH
REHRZ AT EHREBER TR ER K.
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Bt

AXHBIE, REOHMBEHRNSINERER. ARENEEB2HET, 53
BERY, BREFZMBOMIETEMRM. BHEREIR. ™ENBEEE.
M KB TESEMBAREBHARMRTE, EREZT —2AHEENAT
RRR, FRZEEW. EZENTEHREEINR, TZIMAREBHRT RS
HIRTE, F338E; WREXITBEN AR LR NS FHSMHER.

RERWHF =M A E L, MRESEFEAAERCERENIES
RIRAHHY . CEBREHETEHREHRKE. YEHR. B, A#l. w5,
EHiE, w4, RIOEMEEY. HRNFRPEITRROI=Frt. BER
I ET = BT R ITAR, AR BT E RN TAE S .

RERWEAE, BMINFETFZR, BEbrIx R —ngEEm i
MEAKI R,

BJa, ROHEECH VR AR ST 1 F 8 E 3N &AL E RMEE

o

=00 NEZ A THRTRHAKE



S%

SEXH

(11 ZRRFIBMREH ZZEFRHM] . ERFEELKEHR,2007.9

{2] Akhter S,Roberts J.Multi-Core Programming—Increasing Preformance through Software
Multi-threading[M].Intel Corporation,Intel Press Business Unit,2004.3

3] E&RM. ETERABEREIMBERENT R [MILFMARX] . AE: BTREKE,
2006.6: 23-24

(41 ZBFBEREZ/MY. ENBRERSM] . BER: FEREFREASEHARE2002: 39-40

[5] Stallings W.Operating Systems:Internals and Design Principles(Fourth Edition)[M].
Prentice—Hall,Inc.,2001: 30-48

[6] &% BEERETIMEARSII] . -ENIRE. 2004.12,30(23): 93-95

[7] 4B ET Linux #RAEMZGESTH: ML2LRX] . X5 LEKR%,20063:
18-19

[8] JBICHTBEMRAL K BR. B DL BTFRBEARFRLR [J]. wHEHFIE,2007,34(4):
13-16

[9] Efg AR ANSLKBEMFRGRE (1] . PEMNZRTEERFAFRHETIY—E
BHEARRME,2004,8: 1-12

[10] R. Kessler, “The Alpha 21264 Microprocessor”, IEEE Micro, March-April 1999, pages 24-36

[11] Dual-Core Intel Xeon Processor 7100 Series.

[12] kB T & RN LERBEWHEETMD) . BT KRFEFR,2007.4,25(2): 159-162

[13] D.Marret al.Hyper-Threading Technology Architecture and Microarchitecture,Intel
Technology Journal, Q1, 2002

[14] Kunle O K, Basem A N, Hammond L, et al. The Case for a Single-chip Multiprocessor[C]//Proc.
of the 7th International Conferenceon Architectural Support for Programming Languagesand
Operating Systems,New York.1996

[15] Hammond L , Hubbert B A , Siu M, et al . The Stanford Hydra CMP. IEEE Micro , 2000 , 20
(2):71~84

{16] Inside Intel® Core™ Microarchitecture: Setting New Standards for Energy-Efficient
Performance .http://www.intel.com/technology/architecture-silicon/core/index.htm

[17] Kahle J A.Introduction to the Cell Multiprocessor{J].IBM Journa Res,2005,49(4/5):589-604

67



HFRERFR LA X

[18] B Z, HHKR CMT SGHBHALR[] . HHEHRI¥,2006,33(7): 196-198

[19] 1%, EM. SRAERBHLW BRI . 3HEHL THE.2007.8,33(16): 208-210

[20] Kongetira P, Aingaran K , Olukotun K.Niagara : A 32-Way Muhithreaded Sparc
Processor{J]. IEEE Micro, 2005, 25(2): 21-29

[21] XPE RHE R ZRERBLBRORBRERMERSLEN (1] . $AEN,2007,1: 13

[22] X¥FRBALIBHL. http://www.hudong.com/wiki/%E5%AF%BI%E7%A 7%B0%ES5%A4%9A%E
5%A4%84%E7%90%86%E6%9C%BA

[23} Schimmel CHAUAREH LA Unix RAM] . 5k &%, Jb5t: AR BB Hi A AL, 2003.

(24] 55 BEORAL SR EE R, B, £ B BB S WL A ISR [I]. S EHRE,2007,34(9):
256-258

[25] Snavely A Mitchell N,Carter L,et al. Explorations in Symbiosis on two Muhithreaded
Architectures[C]//In: Workshop on Multithreaded Execution And Compilation (MTEAC),
January 1999: 568-572

{26] Snavely A et al.Symbiotic Jobscheduling for a Simultaneous Multithreading Processor[C}/In:
Proceedings of ASPLOS IX, November 2000: 234-244

[27] Sanvely A.,Tullsen D.M.,Voelker G. Symbiotic jobscheduling with priorities for a simultaneous
multithreading processor[C]//In: Proc. of the ACM SIGMETRICS International Conference on
Measurement and Modeling of Computer Systems, 2002: 66-76

[28] Parekh S,Fe. gers S, Levy H.Thread-Sensitive Scheduling for SMT Processors [J].University of
Washington,2000: 1-18

[29] DeVuyst M.,Kumar R,Dean T. Exploiting Unbalanced Thread Scheduling for Energy and
Performance on a CMP of SMT Processors[C}/In: IPDPS-2006, Rhodes Island, Greece, April
2006. 10-18

[30] Robert Love. Linux Kemel Development(Second Edition)[M].Pearson Education,Inc.,2005:
30-48

[31] Bovet P. D. Cesati M.Understanding the Linux Kernel[M].O’REILLY Media,Inc.,2006:
258-290

[32] Linux 2.6 i R4 5 #7. http://www.ibm.com/developerworks/cn/linux/kernel/}-kn26sch/inde
x.html

B FEH EEH . Linnx AEETHREZALEBAOZAINO HtENERER
R%,2006.1,16(1): 129-131

68



SE I

[34] &2, 2K, A%, Linux RERLEAZIT SMP IFRZ A R) BITFFI). tHEVAA
B5,2002 ,9: 62-63

[35] ¥14R Linux2.6 A% —#F2RE. http://www.91linux.com/html/article/database/mysql/200708
15/5762.html

[36] & 4L F 22 HY3E A . hitp://www.ibm.com/developerworks/cn/linux/l-affinity.html#resources

[37] Linux2.4 5 Linux2.6 P i B 28 8 LU B 3. http://www.chinaaet.com/jishu/jslw/2008-05-27
/8789.shtm]

[38] Z&4E, ME R BE. ETHANN S ERBPEHREERD] . v EHIR #,2003,30(10):
16-20

[39] S. Zhou, X.Z. Delisle.Utopia: a Load Sharing Facility for Large, Heterogeneous Distributed

Computer Systems[J].Software Practice and Experience, 1993: 1305-1336

[40] Y.T. Wang and J.T. Morris, “Load sharing in distributed systems[J],”IEEE Trans. Computers,
1985,vol. C-34.: 204-217.

[41] D. L. Eager, E. D. Lazowska, and J. Zahorjan,Adaptive load sharing in homogeneous
distributed systems[J]. IEEE Trans. Software Eng. 1986, vol. SE-12: 662-675

[42] XUIRZE, J7 1%, B5E B 55. — MR R IIBIAS SR TFEHTIED) . RIFFIR.2001,12(4): 563-569

[43] &4, MR, AR THRE R BN —RERTARY] . EHLILE SN 2007,43(8):
121-125

[44] Marc H,Willebeek-L M. Strategies for dynamic load balancing on highly parallel
computers[J].IEEE Transactions on Parallel and Distrubuted System,1993,4(9):979-993

[45] BR4EF, KL R E R. R30S A 8P AR K — N8 B[] AF#1R,1998,9

(1): 25-28

Mol AR BB FRY. FRREFNAEZEAARTERANARERD. K2
#,1996,7(4): 16-20

[47) Kunz T. The influence of different workload description on a heuristic load balance scheme[J].
IEEE Trans on Software Engineering. 1991,17(7): 725-730

(48] ENEBMBE. FRABENREH B FERER U] . EAHESHRAKXRL,2008,1: 10-13

[49] HZ tREE R, — A2 T 5 MK AR R R[] . RAER.19984, 94):
280-283

[50] R, HNEZB. ETFAFAREEZENFIARREARDERA. HEHN TR 5 R,
2008.3,29(6): 1362-1363

69



R R T e L 0475°8

[51] Zhou Songnian,Zhen Xiaohu.Utopia: load sharinig facility for large heterogeneous distributed
computer system[J].Software-Practice and Experience,1993,23(12): 1305-1336

[52] Leland W, Ott T. Load balancing huristicsand process behavior[C]/In Proc. ACM
SIGMETRICS Conf. Measurement and Modeling of Computer Syst, May 1986.

[53] M Harchol-Balter ,A B Downey. Exploiting process lifetime distributions for dynamic load
balancing [J ] . ACM Transactions on Computer Systems ,1997 ,15 (3) :253 - 285.

(54] #F2iT#. http://mesopodamia.blogbus.com/logs/37552587.html

[55] Ju Jiubin, Xu Gaochao, YangKun. On-Line Prediction Behaviors of Jobs in Dynamic Load
Balance[J].Comput.Sci. Technol. 1996.1,11(1): 39-48

[56] HiL, 7% Rk, B HIRl. BT 2 M RIEMN AR FEHEEWHRD]. ©F%17,2002.8,30(8):
1148-1152

[57] Pardines,F. F. River.Minimizing the Load Redistribution Cost in Cluster Architectures{C}/In
Proceedings of the 12th Euromicro Conference on Parallel,Distributed and Network-Based
Processing(EUROMICRO-PDP'04 ),2004

[58] EIF, & R, B, —H B ENEhE ARYEE LD . THEHNIEENH,2006,21: 121-123

70



W0 A 18 B A R LR R

TR A (8] ERAS B B SR AL SR

— 2558

2007. 3-2008.5 258HIEMA T B HINEH TEFMAF (DEA) LRFFRHKE
BEIBRME-EAMBMAR. TRTHRRASTRE, MRETTFERESE, LALHERE
TEFRMEEITEER, 25 R4 RIEHRS AP FH.
Z RERHHEX
[11 E,Z8. —F Excel RRIEITRAMNR 5 L. BHE{E8,2009
2] EdZ=R ETERRENEBRENR. REFR,2009

71



ETERRAREARE [H hh&® . ..
(= B
ELVE S A H TRk

A CHERE: http://d. g wanfangdata. com. cn/Thesis Y1463635. aspx



http://d.g.wanfangdata.com.cn/Thesis_Y1463635.aspx
http://g.wanfangdata.com.cn/
http://s.g.wanfangdata.com.cn/Paper.aspx?q=Creator%3a%22%e8%a6%83%e4%b8%ad%22+DBID%3aWF_XW
http://s.g.wanfangdata.com.cn/Paper.aspx?q=School%3a%22%e7%94%b5%e5%ad%90%e7%a7%91%e6%8a%80%e5%a4%a7%e5%ad%a6%22+DBID%3aWF_XW
http://d.g.wanfangdata.com.cn/Thesis_Y1463635.aspx

	﻿封面
	﻿文摘
	﻿英文文摘
	﻿声明
	﻿第一章绪论
	﻿1.1课题背景
	﻿1.2多核系统调度问题的提出
	﻿1.3论文的主要工作
	﻿1.4论文组织结构

	﻿第二章多核系统的有关技术基础
	﻿2.1基本概念
	﻿2.1.1进程
	﻿2.1.2线程
	﻿2.1.3多线程

	﻿2.2单核处理器调度
	﻿2.2.1处理器调度的类型
	﻿2.2.2调度算法

	﻿2.3多核相关技术
	﻿2.3.1 SMT结构
	﻿2.3.2 CMP结构
	﻿2.3.3 CMT结构
	﻿2.3.4 SMP结构

	﻿2.4多核线程调度研究现状
	﻿2.4.1 CMP结构调度研究
	﻿2.4.2 SMT结构调度研究
	﻿2.4.3 CMT结构调度研究

	﻿2.5典型的支持多核处理器的操作系统
	﻿2.6本章小结

	﻿第三章Linux调度机制
	﻿3.1 Linux2.6的调度机制
	﻿3.1.1调度程序所使用的数据结构
	﻿3.1.2调度流程

	﻿3.2 Linux对SMP的支持
	﻿3.2.1 SMP系统中的进程调度
	﻿3.2.2多处理器系统中运行队列的平衡
	﻿3.2.3 Linux2.6的CPU亲和力特性(affinity)

	﻿3.3 Linux调度机制的不足
	﻿3.4本章小结

	﻿第四章基于资源利用率的负载均衡系统
	﻿4.1负载均衡
	﻿4.2理论分析
	﻿4.2.1负载均衡调度模型
	﻿4.2.2 Linux的负载平衡调度模型
	﻿4.2.3负载平衡中的几个关键问题

	﻿4.3算法设计
	﻿4.3.1算法1
	﻿4.3.2算法2

	﻿4.4数据结构
	﻿4.5本章小结

	﻿第五章总结与展望
	﻿致谢
	﻿参考文献
	﻿攻硕期间取得的研究成果

