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Note on deep architecture and deep learning algorithms
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Abstract: Deep architectures proposed by Hinton et al stir up another study wave in neural networks.
This paper introduced the idea and basic concepts in deep learning. DBNs and RBMs are the advanced
structures of deep learning, whose structures and effective learning algorithm are also introduced in detail
in this paper. In addition, open questions in deep learning are also briefly displayed so that researchers
who are interested in can devote themselves into those questions and solve them.
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1.2 EEZEIMNFH

MBI 2B ES, BIBENEEZS RHELH, BEMNEN KRG BAEFEU—ENEIH
BLOAmEH BN THEFXIRTELEEARNTESI RN IWFEFINTSE 2 BEANEIBR. E0F
ZENEHE R, AXAEEYMHE TN RR, RS BA LA 3 > 55 i) 8 4 1Y B0

B ALKMHMBTRER — RN LW, i CRAZ TSt R4 i, 58 B — € f 4 Fohag. 4,
PR 0 3 4 PR AR X R G K B R R, T E 2 KRB LT BB B REF R, B4 2S5 A M3 340 B X
B, R e B2 ERAE, BEEEHINANE, SiE S XK. XM IBREEVHETRERA T LEBE K F
AR, XM ER, RHELNLA TN HEZRE R HEREXN BN T BHLHE, SAHETRAL
INELT R FFI. X —47, 2 B R ik 52 B, A A S BT SR A T 2B 8 e 1Y , 7 B B
ZITH S I, H 45t B TAMNRLE BRARNRIAL I Z. S S5 b, M2 4R g5 i B .

HR, MEHZ2MERBERAGE. B4 . ZHR LN SETUEFIARERETETEERENS

BAE. B EHE e e, PR FRAR HEERELARANAR. IR HEAMNB HEE
Ze R OCmn) s MR BB A, HEE 2B R 0Gm). SH0E B2 MR OU 45 22 , Y ot ) 4 , T ELIZ 4L
YESBBARE , A B £ MG B .

B AREZEIEHN%IBEESIANEIBRREBEHEF. AW, A BT EWNENETE,

FC) =bt+ 207 a K (xyx,) » B 6 AR 1 UG 6 B LA M 5. S 5 BE 0 1 B R R R B B R O R F
WY, MR R TR R I R AR RN A RE. MAESENATNREMNT EERHEL BRI &
i, S E X T A R — TC AT BLE AR VT R ik R T A 47

BE, GENRE YT ERIEATREROBRERY. AHREREARE —AEAHEETERATR
M, B — SR ARL 1 MEEHEATER - MEETER T RS SHERE 1 MESD. S,
RABEG=1,2,N), HLRHERFTX, ~FHH 1A NERErOFER 0= ;:;;:,%—ﬁiz?
FREM log, N B ABFRR, R TREMUF 54 BR.E-HEFZHTRAFESE . XMHERFTARE
IR R TR, 4375 2R A LT LR 43 0 5 R 42 A B AR 0L , T LB B M B RBR A R BIE TRk
P E RS A AKMA S SO EERAL BN E X EANEHNEREE R . BR,. 4
DT TR GG 22 T LR R I — s AN TE 3.

HTFHASNELN BELXIEEBEEHRAFNAR. REBNZERH S MR, TR EMR
LRSS E AL INERTERMA L AR 2 ABEREOMEMENLE R, TH 2006 4, Hinton
S ANRETRERNBEEETEEY  RE ST WS A A TR

2 BREFINFZ*

FINLESE S T —EE FEIBEI TR A NEBEI SR NEBEIZ S RRAMNEIERTRINEY
BAR AR, B0, B2 W4 (Convolutional neural networks, R CNNs)BLE—FEENBEBEXITH
ML S B, T VR B B (5 W (Deep Belief Nets, faj#k DBNs)gi& —F LM B %> T HLEF I AL.

2.1 EMMEPILK

20 42 60 4F4%, Hubel F1 Wiesel ZEBFF3 3 I K2 2B, BB T — Bk 55 B0 1 2 PO 45 5548, AT LA A5 B4 3tb
BRERMBMZMBHE LM . MY TEHEBRMENES . AL . EEWENEZECEEABRR—H R EKR
B e,

ERMEMBHEASHINE 4 IR BRHMENER—FMELEENBENESH A1) 2 MEED
HEHE SHEEMKMER. SREHZ N FETFAA R, ZRHRFENES. BMFEFEHHETH
B, EF -~ MSEEE LA ME T EAHANEENE M TEM2 L, EX THEMNEZE ™, ]
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%5 ZRBE REFILGHARE LR + 543 -

M TFHREMIBET B TERERBE . FTUSENINGEEERRETH#IBHEME UENET
BT BP B AZANMEME P8 ZNA, TS IRZ AR PSSR, B2 BPR
EXTFREEFIBHNGHEFE—CHEE XFTERBPRAEASHNARKE. (EXABPREREE Y
3, U BUE B AR A RERIE. AR, TREBBMNBEX SR EXFHRE KB EERELAREE
ERMEIEH . —RHERSEBEE, " REXFTEERYME  WEHREMRE. RS BP RELE KA
HERERE AEILSRBAFE. Bk, Hnton E AR K TRENZEERBENGEE.

RELUBEFIBEENOEABER £—1 DBN NEL 2 N B—BHTEUE%:S . BEXETN
SBAWE¥ISTHA. I8 DBN R&4 B  EESaETHREAT(FE RGN ILT ARG
B 7b), & B E R R EZANEEE . B EN ARG ER. SRR EENTAEIEAR,
WAREZRATHARANBAAUEGEE. F1EERAREE 2 EHA— RN RBM, RELE
BEIRATNESE. 472 RBM 2 BBV H. A5 .2 L BENBHERNE 2ESE I EAR—THE
RBM, % 1 RS HAENSNRBA  BE RV 2 65450 RBM SHX BB TE b #TT £ HHE
E—BGnE 7). ¥ZRAEUBREBRNEEIE  BUBRBHAFBARMBIRS LB NERITERE S
3, UBRPARE N HIR . HANEEENSH.

Gibbs BB R ZEN %S RBM B R AN A KBV AR . AFENRANKESBERIA f
()5 ) IR 7 MRER XD, XP 000 , X, H T

p('rl ,.ll’xk)
p(xl ’...’Ij‘—] "Ij+] ’."QI‘)

M — A BB AR, R b2 B L0, 728 LA LA AR 8 o0 SR ik A B 40 7 T HE A7 Hh B, B I
WA A, BAEL, X TREA XOMNE | NMER, BRI o (217,522 2i5V e h 2TV ) PRI,
BHEMBE n M.

EREEIBEH, WRAT WakeSleep HEHEABE  BEERRBHER, RAFIBHNE EKE
HESERDF. ST -EBrall4BEANEE MEBRNER KRATH T, ANENXRE#STERE. @
=1

p(x; |y oo VL1 s Ty > 9 T ) = Py, ydy )y

1 FBFINEXAHTR
Tab.1 Implementing procedure of greedy layer-wise learning

# HE
B1% Dlz=r RBSREA VLGS 14 RBM, AP B V&,

RIS 1 2T M ARRA S5 fE% % 2 B9 REM R A, 2
R s,

B3y BEFEZH HIERB—R;
F44 DUBRADRRENBHREE EAMNES . EMELDRHK.

3 J":\éa‘ _’%

2 M 45 N T8 8 SR A9 — D B B4 3, I A 2 I 45 FT LUAE ROKS B BR AR B OB R B i 2%, X (45 46
ZREBRIA TSR IHRZESTEMN - NEETR AN FERMEN G T RENFZINERER,
DIRAR ST Bk ENLESSE S B2 M% X — KGRI E. B2, REVLAEE T i St B, %
KREILABHMYISE, mMREEAIUIL BESEE, WK KERREREITHLAE. 554,
RENFREIZLIFNHHNABRANYRRENBAAH, MREREELIDNNAMARIRADEELHA
R, 23 i 3 3 S0 iR B0 FT AR Y. X b (] B AR R MR |
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