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东北大学 张旭（毕设论文部分章节）发布于 www.sdnap.com 

第三章 网络环境搭建 

3.1 安装 NOX 控制器及 GUI 

3.1.1 Linux 操作系统-Ubuntu10.04 及配置 

 首先是操作系统的选择，经过反复测试只在 Ubuntu 10.04.4-sever-amd64 上安装成

功，在 centos-6.5、centos-6.4、ubuntu-11 上安装均失败（因为一些依赖包的关系），所

以建议，在选择 Linux 的版本上尽量采用 Debian Lenny 或者 Ubuntu（官方开发是基于

Debian 系列）。因此本文的 NOX 控制器是安装在 Ubuntu10.04 上的，并且 Ubuntu10.04

是安装在 VMware Workstation 虚拟机软件里的。 

 为 Ubuntu10.04 的 eth0 配置静态的 IP，命令如下： 

vi /etc/network/interfaces 

编辑以下内容，然后保存退出： 

auto lo 

iface lo inet loopback 

auto eth0 

iface eth0 inet static 

address 192.168.100.100 

netmask 255.255.255.0 

重启 network 使配置生效： 

/etc/init.d/networking restart 

配置成功后可以查看 eth0，如图 3.1 所示： 

 

图 3.1 网卡信息 
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3.1.2 安装控制器 NOX 

控制器 NOX 的安装步骤描述如下： 

（1）控制器 NOX 的依赖包的安装。 

1）下载 NOX 的开源代码： 

git clone git://noxrepo.org/nox 

2）依赖包的获取： 

wget http://openflowswitch.org/downloads/debian/binary/nox-dependencies.deb 

3）解压缩： 

dpkg --info nox-dependencies.deb 

4）通过下面的命令 apt-get 安装依赖包： 

cd /etc/apt/sources.list.d 

sudo wget http://openflowswitch.org/downloads/debian/nox.list 

sudo apt-get update 

sudo apt-get install nox-dependencies 

5）编译核心功能具体需要安装的依赖包有： 

apt-get install autoconf automake g++ libtool python python-twisted swig 

libboost1.35-dev libxerces-c2-dev libssl-dev make 

如果安装 libboost1.35-dev 这个依赖包有问题可以执行下面的语句： 

apt-get install libboost-serialization-dev libboost-all-dev 

6）编译全部功能还需要执行： 

apt-get install libsqlite3-dev python-simplejson 

7）生成文档需要执行： 

apt-get install python-sphinx 

所需的安装包到此都装完了。 

（2）编译，依次执行以下的命令。 

cd nox 

./boot.sh 

mkdir build/ 

cd build/ 

../configure --with-python=yes 

make（编译时间会很长，可以使用 make -j 5） 

（3）完成编译后的 NOX 控制器文件如图 3.2 所示。 
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图 3.2 NOX 文件目录 

如果确保无需 C++ STL 的 debuging 检查，可以使用下面的命令来关闭该检查以获

取更快的安装速度。 

./configure --with-python=’which python2.5’ --enable-ndebug 

注意编译完成后的可执行代码是在/build/src 下，不是在原先的源代码文件 src/下，

可执行的代码名是 nox_core，如图 3.3 所示。 

 

图 3.3 nox_core 

如果 NOX 安装成功，执行./nox_core -h 会显示如图 3.4 所示的帮助信息。 

 

图 3.4 帮助信息 
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3.1.3 安装 NOX 的 GUI 

GUI 的安装步骤描述如下： 

（1）图形界面 gnome 的安装： 

1）因为安装的 Linux 是 Ubuntu 10.04.4-sever-amd64，服务器版本默认没有图形界

面，所以在运行 NOX 的 GUI 之前，需要安装图形界面 gnome。方法如下： 

sudo apt-get install xinit 

安装完成，重启，运行 startx，终端由黑色界面变成白底黑字。出现 X 型的鼠标指

针。接着还需要安装 gnome 的桌面套件。 

2）安装环境管理器： 

sudo apt-get install gdm 

3）安装桌面环境： 

sudo apt-get install ubuntu-desktop（下载会很久） 

重启完成 gnome 的安装。 

（2）NOX 的 GUI 安装： 

1）安装 GUI 首先要安装 QT 依赖： 

apt-get install python-qt4 python-simplejson 

2）之后安装这个命令库否则不能运行： 

apt-get install python-qt4-sql 

3）在源代码 nox/src 目录下，启动 GUI： 

./nox-gui.py 

4）如果在这里提示 Qsql 数据库不能启动，还需要执行： 

apt-get install libqt4-sql-sqlite 

此时 GUI 仍不能启动还需要另起一个终端，这里启动 NOX 并监听 6633 端口

（OpenFlow 协议默认端口）的信息，切换到/home/zhangxu/nox/build/src 下，运行命令： 

./nox_core -v -i ptcp:6633 monitoring 

运行上述命令后的视图如图 3.5 所示。 

 

图 3.5 监听 

5）启动之后的效果如图 3.6 所示。 
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图 3.6 GUI 

3.2 安装开放的虚拟交换机 OpenvSwitch 

3.2.1 Linux 操作系统-Ubuntu12.04 及配置 

 经过反复测试，将 OpenvSwitch1.9.0 安装在 Ubuntu12.04 上。安装 OpenvSwitch 的

台式机上有 3 个网卡，分别为 3 个网卡配置静态的 IP，即为 Ubuntu12.04 的 eth0、eth1

以及 eth2 配置静态的 IP，命令如下： 

vi /etc/network/interfaces 

编辑以下内容，然后保存退出： 

auto lo 

iface lo inet loopback 

auto eth0 

iface eth0 inet static 

address 192.168.100.10 

netmask 255.255.255.0 

auto eth1 

iface eth1 inet static 

address 192.168.100.11 

netmask 255.255.255.0 

auto eth2 

iface eth2 inet static 
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address 192.168.100.12 

netmask 255.255.255.0 

重启 network 使配置生效： 

/etc/init.d/networking restart 

配置成功后可以查看 eth0、eth1、eth2，如图 3.7 所示。 

 

图 3.7 网卡信息 

3.2.2 安装 OpenvSwitch 

OpenvSwitch 的安装步骤描述如下： 

（1）依赖包的安装： 

apt-get install build-essential 

apt-get install openssl 

在 Linux 确保/dev/urandom 存在，为了支持 TAP 服务，确保/dev/net/tun 存在，如图

3.8 所示。 

执行命令： 

ls -l /dev/urandom 

ls -l /dev/net/tun 
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图 3.8 urandom 和 tun 

（2）Openvswitch 包获取： 

wget http://openvswitch.org/releases/openvswitch-1.9.0.tar.gz 

（3）解压： 

tar -xzf openvswitch-1.9.0.tar.gz 

（4）安装： 

cd openvswitch-1.9.0/ 

./configure --with-linux=/lib/modules/`uname -r`/build 

make 

make install 

insmod datapath/linux/openvswitch.ko 

编译成功之后的目录文件如图 3.9 所示。 

 

图 3.9 OpenvSwitch 文件目录 

3.2.3 配置 OpenvSwitch 

配置 OpenvSwitch 的步骤描述如下： 

（1）建立 OpenvSwitch 的配置文件和数据库： 

mkdir -p /usr/local/etc/openvswitch 

ovsdb-tool create /usr/local/etc/openvswitch/conf.db  

/usr/local/share/openvswitch/vswitch.ovsschema 

（2）启动配置数据库： 
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ovsdb-server  

--remote=punix:/usr/local/var/run/openvswitch/db.sock  

--remote=db:Open_vSwitch,manager_options --private-key=db:SSL,private_key  

--certificate=db:SSL,certificate --bootstrap-ca-cert=db:SSL,ca_cert  

--pidfile --detach 

查看启动情况，如图 3.10 所示为启动成功的情况。 

 

图 3.10 数据库启动成功 

（3）初始化数据库： 

ovs-vsctl --no-wait init 

（4）启动 OpenvSwitch daemon，连接到同样的 Unix domain socket 上： 

ovs-vswitchd --pidfile --detach 

启动成功后，会有三个进程：一个 ovs_workq 进程，一个 ovs-vswitchd 进程，一个

ovsdb-server 进程，如图 3.11 所示。 

 

图 3.11 OpenvSwitch 启动成功 

3.3 搭建网络拓扑 

3.3.1 总体网络拓扑结构 

 搭建网络的环境说明如下。使用 3 台台式机，1 台笔记本。在笔记本上的 VMware 

Workstation（虚拟机）中安装 Ubuntu10.04，并在 Ubuntu10.04 上安装 NOX 控制器。在

其中的一台台式机上直接安装 Ubuntu12.04，并在 Ubuntu12.04 上安装 OpenvSwitch。另

外在这台台式机上又额外安装了两块网卡，这样这台台式机一共有 3 块网卡。另外两台
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台式机直接充当主机。网络结构示意图如图 3.12 所示。 

Host1 Host2

NOX控制器

Open vSwitch

交换机

 

图 3.12 网络结构示意图 

3.3.2 虚拟网络构建 

在有 3 个网卡的台式机上用 Open vSwitch 构建出一个虚拟的网络拓扑。首先用一根

网线连接网卡 eth0 口和笔记本上的 NOX 控制器端网卡，再用一根网线连接网卡 eth1 和

主机 host1，最后用一根网线连接网卡 eth2 和主机 host2。实际搭建出来的拓扑如图 3.13

所示。 
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图 3.13 网络拓扑 
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网络搭建的步骤描述如下： 

（1）首先启动 OpenvSwitch： 

cd openvswitch-1.9.0 

insmod datapath/linux/openvswitch.ko 

cd .. 

ovsdb-server  

--remote=punix:/usr/local/var/run/openvswitch/db.sock  

--remote=db:Open_vSwitch,manager_options --private-key=db:SSL,private_key  

--certificate=db:SSL,certificate --bootstrap-ca-cert=db:SSL,ca_cert  

--pidfile --detach 

ovs-vsctl --no-wait init 

ovs-vswitchd --pidfile --detach 

（2）创建 7 个网桥，分别为 br0，br1，br2，br3，br4，br5，br6： 

ovs-vsctl add-br br0 

ovs-vsctl add-br br1 

ovs-vsctl add-br br2 

ovs-vsctl add-br br3 

ovs-vsctl add-br br4 

ovs-vsctl add-br br5 

ovs-vsctl add-br br6 

（3）分别为每个网桥分配 IP 地址： 

ifconfig br0 192.168.100.20/24 

ifconfig br1 192.168.100.21/24 

ifconfig br2 192.168.100.22/24 

ifconfig br3 192.168.100.23/24 

ifconfig br4 192.168.100.24/24 

ifconfig br5 192.168.100.25/24 

ifconfig br6 192.168.100.26/24 

（4）创建 br0 的端口： 

ovs-vsctl add-port br0 patch-0-1 

ovs-vsctl set interface patch-0-1 type=patch 

ovs-vsctl set interface patch-0-1 options:peer=patch-1-0 

ovs-vsctl add-port br0 patch-0-2 
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ovs-vsctl set interface patch-0-2 type=patch 

ovs-vsctl set interface patch-0-2 options:peer=patch-2-0 

ovs-vsctl add-port br0 patch-0-6 

ovs-vsctl set interface patch-0-6 type=patch 

ovs-vsctl set interface patch-0-6 options:peer=patch-6-0 

（5）创建 br1 的端口： 

ovs-vsctl add-port br1 patch-1-0 

ovs-vsctl set interface patch-1-0 type=patch 

ovs-vsctl set interface patch-1-0 options:peer=patch-0-1 

ovs-vsctl add-port br1 patch-1-2 

ovs-vsctl set interface patch-1-2 type=patch 

ovs-vsctl set interface patch-1-2 options:peer=patch-2-1 

ovs-vsctl add-port br1 patch-1-3 

ovs-vsctl set interface patch-1-3 type=patch 

ovs-vsctl set interface patch-1-3 options:peer=patch-3-1 

（6）创建 br2 的端口： 

ovs-vsctl add-port br2 patch-2-0 

ovs-vsctl set interface patch-2-0 type=patch 

ovs-vsctl set interface patch-2-0 options:peer=patch-0-2 

ovs-vsctl add-port br2 patch-2-1 

ovs-vsctl set interface patch-2-1 type=patch 

ovs-vsctl set interface patch-2-1 options:peer=patch-1-2 

ovs-vsctl add-port br2 patch-2-4 

ovs-vsctl set interface patch-2-4 type=patch 

ovs-vsctl set interface patch-2-4 options:peer=patch-4-2 

（7）创建 br3 的端口： 

ovs-vsctl add-port br3 patch-3-1 

ovs-vsctl set interface patch-3-1 type=patch 

ovs-vsctl set interface patch-3-1 options:peer=patch-1-3 

ovs-vsctl add-port br3 patch-3-4 

ovs-vsctl set interface patch-3-4 type=patch 

ovs-vsctl set interface patch-3-4 options:peer=patch-4-3 

ovs-vsctl add-port br3 patch-3-5 
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ovs-vsctl set interface patch-3-5 type=patch 

ovs-vsctl set interface patch-3-5 options:peer=patch-5-3 

（8）创建 br4 的端口： 

ovs-vsctl add-port br4 patch-4-2 

ovs-vsctl set interface patch-4-2 type=patch 

ovs-vsctl set interface patch-4-2 options:peer=patch-2-4 

ovs-vsctl add-port br4 patch-4-3 

ovs-vsctl set interface patch-4-3 type=patch 

ovs-vsctl set interface patch-4-3 options:peer=patch-3-4 

ovs-vsctl add-port br4 patch-4-5 

ovs-vsctl set interface patch-4-5 type=patch 

ovs-vsctl set interface patch-4-5 options:peer=patch-5-4 

（9）创建 br5 的端口： 

ovs-vsctl add-port br5 patch-5-3 

ovs-vsctl set interface patch-5-3 type=patch 

ovs-vsctl set interface patch-5-3 options:peer=patch-3-5 

ovs-vsctl add-port br5 patch-5-4 

ovs-vsctl set interface patch-5-4 type=patch 

ovs-vsctl set interface patch-5-4 options:peer=patch-4-5 

ovs-vsctl add-port br5 patch-5-6 

ovs-vsctl set interface patch-5-6 type=patch 

ovs-vsctl set interface patch-5-6 options:peer=patch-6-5 

（10）创建 br6 的端口： 

ovs-vsctl add-port br6 patch-6-0 

ovs-vsctl set interface patch-6-0 type=patch 

ovs-vsctl set interface patch-6-0 options:peer=patch-0-6 

ovs-vsctl add-port br6 patch-6-5 

ovs-vsctl set interface patch-6-5 type=patch 

ovs-vsctl set interface patch-6-5 options:peer=patch-5-6 

（11）把 eth1 加到 br0 下，把 eth2 加到 br5 下： 

ovs-vsctl add-port br0 eth1 

ovs-vsctl add-port br5 eth2 

（12）连接 NOX 控制器。在连接 NOX 控制器之前，NOX 控制器要处于监听 6633 端口
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的状态： 

ovs-vsctl set-controller br0 tcp:192.168.100.100:6633 

ovs-vsctl set-controller br1 tcp:192.168.100.100:6633 

ovs-vsctl set-controller br2 tcp:192.168.100.100:6633 

ovs-vsctl set-controller br3 tcp:192.168.100.100:6633 

ovs-vsctl set-controller br4 tcp:192.168.100.100:6633 

ovs-vsctl set-controller br5 tcp:192.168.100.100:6633 

ovs-vsctl set-controller br6 tcp:192.168.100.100:6633 

当连接上 NOX 控制器时，执行以下命令会显示如图 3.14 的结果。 

 

图 3.14 连接状态 

3.3.3 NOX 控制器启动 

 首先在 NOX 端监听 6633 端口，并且加载 NOX 的路由模块和生成树模块，同时启

动 NOX 的 GUI。命令如下： 

cd nox/build/src 

./nox_core -v -i ptcp:6633 monitoring routing spanning_tree 

启动之后，如图 3.15 所示。 

 

图 3.15 加载组件 

再另起一个终端，启动 GUI 执行以下命令： 

cd nox/src 

./nox-gui.py 

NOX 的 GUI 会显示如图 3.16 的信息。 
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图 3.16 GUI 信息 

3.3.4 网络连通性测试 

测试网络是否通，用 host1 ping host2 看是否连通。host1 的 IP 为 192.168.100.1，host2

的 IP 为 192.168.100.2，用 host1 ping host2 结果如图 3.17 所示，可以看出是通的。 

 

图 3.17 发包成功 
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第四章 路由功能的实现与仿真分析 

4.1 路由模块分析 

路由模块是 NOX 控制器中一个非常实用的组件，它可以检索出一个最短路径的路

由信息并且在网络中建立流表项，用 OpenFlow 协议中的 actions 来为网络中的流量路由。 

 路由模块主要是对链路事件（Link_event）进行处理，链路事件的数据结构包括源

数据通路（dpsrc）、目的数据通路（dpdst）、源端口（sport）、目的端口（dport）、动作

（action）。其中动作包括两种：一个是链路增加（add），另一个是链路删除（remove）。 

路由模块中存储路由信息（Route）的数据结构包括： 

（1）数据通路的 ID（RouteId）：一个路由的开始数据通路（Start datapath，Sdp）

和结束数据通路（End datapath，Edp）； 

（2）路径（Path）：一个连接数据通路对的链路列表（list<Link>），其中 Link 结构

体包括当前链路的目的数据通路（dpdst）、链路连接的当前数据通路的输出端口

（outport）、链路连接的目的数据通路的输入端口（inport）。 

 路由模块主要维护几个存放路由信息的容器，其中最主要的是存放所有路由信息的

容器（local_routes）和存放最短路径的容器（shortest）。local_routes 和 shortest 容器的检

索关键字（key 值）都是 RouteId，可以通过查找 RouteId 来找到这对节点对之间的路径

信息。local_routes 这个容器中的路由信息对于某个 RouteId 会有不同的 Path，正如从一

个源节点到另一个目的节点之间路径有多条一样。而 shortest 这个容器存储的路由信息，

对于一个 RouteId 来说，只有一个 Path，就是 local_routes 中不同 Path 中长度最小的那

一个，即为最短路径的那一条路由信息。 

 如图 3.13 中的拓扑所示，以 Br3 到 Br4 为例来说明 local_routes 容器中存放的路由

信息，其如表 4.1 所示。 

表 4.1 local_routes 路由信息 

路由信息（例如:br3br4） Sdp Edp dpdst outport inport 

br3br4 br3 br4 br4 4 4 

br3br5br4 br3 br4 br5 6 2 

   br4 4 6 

br3br1br2br4 br3 br4 br1 2 6 
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表 4.1 local_routes 路由信息（续） 

路由信息（例如:br3br4） Sdp Edp dpdst outport inport 

   br2 4 4 

   br4 6 2 

br3br1br0br2br4 br3 br4 br1 2 6 

   br0 2 2 

   br2 4 2 

   br4 6 2 

等等… 等等… 

如表 4.1 所示，从 Br3 到 Br4 的路由信息有多条大小不等的路径即它们之间的节点

跳数不同，正如图 3.13 的拓扑所示，从 Br3 到 Br4 有多条路径可走。接下来就是最短路

径的问题，如何计算的最短路径，其实从表 4.1 中可以很容易的看出来，只要计算 Path

的长度大小即可，最小的 Path 即为这条路由请求的最短路径。对于从 Br3 到 Br4 这条路

由请求而言，第一条路径信息就是最短的路径，接着它会把这条最短路径的信息放到

shortest 这个容器中，这样 shortest 这个容器所维护的就是所有最短路径的路由信息，如

表 4.2 所示。 

表 4.2 shortest 路由信息 

路由信息（例如:br3br4） Sdp Edp dpdst outport inport 

br3br4 br3 br4 br4 4 4 

这样如果有路由请求信息，例如 Br3 到 Br4，首先直接查找 shortest 这个容器，如

果有相应的路径信息，则直接用 shortest 容器中的路由信息。 

 在有了请求的路由信息之后，接下来就是给相应的数据通路（Br）下发流表，使用

的是 OpenFlow 协议中的 OFPT_FLOW_MOD 消息。主要是通过 OFPT_FLOW_MOD 消

息中的 action 来实现下一个端口转发，以及一些匹配域的修改。action 动作有几个针对

不同流表项操作的消息，可以实现对流表的修改，这样网络中的流量可以根据下发的或

者修改之后的流表项信息进行路由。 

通过OFPT_FLOW_MOD消息生成下发流表的过程是首先利用 init_openflow函数初

始化 ofp_flow_mod 中的 version、type、xid、wildcards、pad、cookie、command、priority

以及 flags 位。再通过 set_openflow 函数设置 ofp_flow_mod 中的 in_port、dl_src、dl_dst、
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dl_vlan、dl_vlan_pcp、dl_type、nw_src、nw_dst、nw_tos、nw_proto、tp_src、tp_dst、

buffer_id、idle_timeout、hard_timeout 以及 cookie 位。最后通过 set_openflow_actions 函

数设置 ofp_flow_mod 中的 action，其 action 中主要用的消息类型是 OFPAT_OUTPUT，

即下一个要转发的输出端口，当然也可以通过 modify_match 函数改变流表项的匹配域

中的各个位。 

在设置好 ofp_flow_mod 消息的各个域之后，setup_route 函数根据 Route 信息中的输

出端口 outport，为相应的数据通路下发相应的 ofp_flow_mod 消息，进而为网络中的流

量信息来路由。如果 ofp_flow_mod 消息中的 action 的类型不是 OFPAT_OUTPUT 类型，

也可以根据相应的 action 类型，对流进行相应的操作，比如修改流的匹配域的源和目的

MAC 地址。接下来对一条路由信息说明 outport 端口的下发过程，以表 4.3 所示的路由

信息为例： 

表 4.3 一条路由信息 

路由信息（例如:br3br4） Sdp Edp dpdst outport inport 

br3br1br0br2br4 br3 br4 br1 2 6 

   br0 2 2 

   br2 4 2 

   br4 6 2 

对表 4.3 中的这条 br3 到 br4 的路由信息，会把第一条 link 信息的 2 号端口通过

ofp_flow_mod消息下发给数据通路 br3，把第二条 link信息的2号端口通过 ofp_flow_mod

消息下发给数据通路 br1，把第三条 link 信息的 4 号端口通过 ofp_flow_mod 消息下发给

数据通路 br0，把第四条 link 信息的 6 号端口通过 ofp_flow_mod 消息下发给数据通路

br2，这样就完成了一条 br3 到 br4 的路由流表下发过程，当网络中的流和这条路由信息

相匹配时，会沿着这条路径走。 

4.2 仿真结果分析 

 从前面的路由模块分析中可以看出，NOX 控制器中路由模块这个应用使用的是最

短路径的方法，下面通过显示拓扑中各个 Br 的详细信息和其内部的流表来进一步分析

基于整个 SDN 环境所实现的路由功能。 

显示 br0 的详细信息，执行命令 ovs-ofctl show br0 后如图 4.1 所示。 



SDNAP QQ 群昵称：NEU_张旭 第四章 路由功能的实现与仿真分析 

-18- 

 

图 4.1 br0 的详细信息 

从图 4.1 中可以看出，br0 的数据通路 ID（dpid）是 000000e04c3b98d5，流表数为

255，缓存的最大包数目为 256，br0 支持的功能为流统计、流表统计、端口统计、队列

统计、在 ARP 包中匹配 IP 地址，并支持所有的 actions 类型。和 br1 相连的端口号是 2，

和 br2 相连的端口号是 4，和 br6 相连的端口号是 6，和 eth1 相连的端口号是 7，正如图

3.13 中的拓扑所示。 

显示 br0 的流表，执行命令 ovs-ofctl dump-flows br0 后如图 4.2 所示。 

 

图 4.2 br0 的流表 

从图 4.2 中可以看出，br0 的流表信息可总结为表 4.4。 

表 4.4 br0 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br0 7 192.168.100.1 192.168.100.2 6 

6 192.168.100.2 192.168.100.1 7 

7 192.168.100.1 192.168.100.255 2、4、6 
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表 4.4 br0 流表（续） 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br0 4 192.168.100.2 192.168.100.255 2、6、7 

4 192.168.100.2 255.255.255.255 2、6、7 

显示 br1 的详细信息，执行命令 ovs-ofctl show br1 后如图 4.3 所示。 

 

图 4.3 br1 的详细信息 

从图 4.3 中可以看出，br1 的数据通路 ID（dpid）是 0000325e91fa1c41，和 br0 相连

的端口号是 2，和 br2 相连的端口号是 4，和 br3 相连的端口号是 6，正如图 3.13 中的拓

扑所示。其它信息和 br0 相同。 

显示 br1 的流表，执行命令 ovs-ofctl dump-flows br1 后如图 4.4 所示。 

 

图 4.4 br1 的流表 

从图 4.4 中可以看出，br1 的流表信息可总结为表 4.5。 

表 4.5 br1 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br1 4 192.168.100.1 192.168.100.255 2、6 

4 192.168.100.2 192.168.100.255 2、6 

显示 br2 的详细信息，执行命令 ovs-ofctl show br2 后如图 4.5 所示。 
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图 4.5 br2 的详细信息 

从图 4.5 中可以看出，br2 的数据通路 ID（dpid）是 00001200cb90fe4a，和 br0 相连

的端口号是 2，和 br1 相连的端口号是 4，和 br4 相连的端口号是 6，正如图 3.13 中的拓

扑所示。其它信息和 br0 相同。 

显示 br2 的流表，执行命令 ovs-ofctl dump-flows br2 后如图 4.6 所示。 

 

图 4.6 br2 的流表 

从图 4.6 中可以看出，br2 的流表信息可总结为表 4.6。 

表 4.6 br2 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br2 2 192.168.100.1 192.168.100.255 4、6 

6 192.168.100.2 192.168.100.255 2、4 

6 192.168.100.2 255.255.255.255 2、4 

显示 br3 的详细信息，执行命令 ovs-ofctl show br3 后如图 4.7 所示。 
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图 4.7 br3 的详细信息 

从图 4.7 中可以看出，br3 的数据通路 ID（dpid）是 0000febd3867ff48，和 br1 相连

的端口号是 2，和 br4 相连的端口号是 4，和 br5 相连的端口号是 6，正如图 3.13 中的拓

扑所示。其它信息和 br0 相同。 

显示 br3 的流表，执行命令 ovs-ofctl dump-flows br3 后如图 4.8 所示。 

 

图 4.8 br3 的流表 

从图 4.8 中可以看出，br3 的流表信息可总结为表 4.7。 

表 4.7 br3 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br3 6 192.168.100.1 192.168.100.255 2、4 

6 192.168.100.2 192.168.100.255 2、4 

6 192.168.100.2 255.255.255.255 2、4 

显示 br4 的详细信息，执行命令 ovs-ofctl show br4 后如图 4.9 所示。 
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图 4.9 br4 的详细信息 

从图 4.9 中可以看出，br4 的数据通路 ID（dpid）是 0000aa28619c4b46，和 br2 相

连的端口号是 2，和 br3 相连的端口号是 4，和 br5 相连的端口号是 6，正如图 3.13 中的

拓扑所示。其它信息和 br0 相同。 

显示 br4 的流表，执行命令 ovs-ofctl dump-flows br4 后如图 4.10 所示。 

 

图 4.10 br4 的流表 

从图 4.10 中可以看出，br4 的流表信息可总结为表 4.8。 

表 4.8 br4 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br4 2 192.168.100.1 192.168.100.255 4、6 

6 192.168.100.2 192.168.100.255 2、4 

6 192.168.100.2 255.255.255.255 2、4 

显示 br5 的详细信息，执行命令 ovs-ofctl show br5 后如图 4.11 所示。 
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图 4.11 br5 的详细信息 

从图 4.11 中可以看出，br5 的数据通路 ID（dpid）是 000000e04c3b4f79，和 br3 相

连的端口号是 2，和 br4 相连的端口号是 4，和 br6 相连的端口号是 6，和 eth2 相连的端

口号是 7，正如图 3.13 中的拓扑所示。其它信息和 br0 相同。 

显示 br5 的流表，执行命令 ovs-ofctl dump-flows br5 后如图 4.12 所示。 

 

图 4.12 br5 的流表 

从图 4.12 中可以看出，br5 的流表信息可总结为表 4.9。 

表 4.9 br5 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br5 6 192.168.100.1 192.168.100.2 7 

7 192.168.100.2 192.168.100.1 6 

4 192.168.100.1 192.168.100.255 2、6、7 

显示 br6 的详细信息，执行命令 ovs-ofctl show br6 后如图 4.13 所示。 
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图 4.13 br6 的详细信息 

从图 4.13 中可以看出，br6 的数据通路 ID（dpid）是 0000d2f2dea80349，和 br0 相

连的端口号是 2，和 br5 相连的端口号是 4，正如图 3.13 中的拓扑所示。其它信息和 br0

相同。 

显示 br6 的流表，执行命令 ovs-ofctl dump-flows br6 后如图 4.14 所示。 

 

图 4.14 br6 的流表 

从图 4.14 中可以看出，br6 的流表信息可总结为表 4.10。 

表 4.10 br6 流表 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br6 2 192.168.100.1 192.168.100.2 4 

4 192.168.100.2 192.168.100.1 2 

4 192.168.100.1 192.168.100.255 2 

4 192.168.100.2 192.168.100.255 2 

4 192.168.100.2 255.255.255.255 2 
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最后对 br0，br1，br2，br3，br4，br5，br6 的各个流表进行汇总，如表 4.11 所示。 

表 4.11 流表汇总 

Br 进入端口 源 IP 地址 目的 IP 地址 出去端口 

br0 7 192.168.100.1 192.168.100.2 6 

6 192.168.100.2 192.168.100.1 7 

7 192.168.100.1 192.168.100.255 2、4、6 

4 192.168.100.2 192.168.100.255 2、6、7 

4 192.168.100.2 255.255.255.255 2、6、7 

br1 4 192.168.100.1 192.168.100.255 2、6 

4 192.168.100.2 192.168.100.255 2、6 

br2 2 192.168.100.1 192.168.100.255 4、6 

6 192.168.100.2 192.168.100.255 2、4 

6 192.168.100.2 255.255.255.255 2、4 

br3 6 192.168.100.1 192.168.100.255 2、4 

6 192.168.100.2 192.168.100.255 2、4 

6 192.168.100.2 255.255.255.255 2、4 

br4 2 192.168.100.1 192.168.100.255 4、6 

6 192.168.100.2 192.168.100.255 2、4 

6 192.168.100.2 255.255.255.255 2、4 

br5 6 192.168.100.1 192.168.100.2 7 

7 192.168.100.2 192.168.100.1 6 

4 192.168.100.1 192.168.100.255 2、6、7 

br6 2 192.168.100.1 192.168.100.2 4 

4 192.168.100.2 192.168.100.1 2 

4 192.168.100.1 192.168.100.255 2 

4 192.168.100.2 192.168.100.255 2 

4 192.168.100.2 255.255.255.255 2 

从表 4.11 中可以清晰的看到拓扑中所有交换机（br）的流表。主机 1（Host1）的 IP

地址为 192.168.100.1，主机 2（Host2）的 IP 地址为 192.168.100.2，当 Host1 向 Host2

发包时， br0 刚开始是没有任何流表信息的。当这个包到达时， br0 会发送
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OFPT_PACKET_IN 消息给 NOX 控制器，NOX 控制器收到这个消息后，会根据整个网

络拓扑的状态，为这个路由请求建立相应的流表，并相应的下发到各个 br 中，下发之

后的各个 br 的流表信息就如表 4.11 所示。接下来这个包会沿着表 4.11 中加粗的路径信

息来走，首先 br0 从 7 号端口接收到这个包，接着 br0 把它从 6 号端口转发出去到 br6，

br6 从 2 号端口接到这个数据包，再把它从 4 号端口转发出去到 br5，br5 从 6 号端口接

收到这个包，再把它从 7 号端口转发出去到 eth2 即到了 Host2。从流表的路径可以看出，

Host1 到 Host2 走的路径是 Host1br0br6br5Host2，是最短路径，如图 4.15 拓扑

上显示的路径。 

Host1 Host2

NOX控制器

OVS交换机

Br1

2

4

6

Br3

2

4

6

Br2

2

4

6

Br4

2

4

6

Br5

2

4

7

4

Br0

2

7Eth1 Eth2

Eth0

NOX：192.168.100.100

Host1：192.168.100.1

Host2：192.168.100.2

Eth0：192.168.100.10

Eth1：192.168.100.11

Eth2：192.168.100.12

Br0：192.168.100.20

Br1：192.168.100.21

Br2：192.168.100.22

Br3：192.168.100.23

Br4：192.168.100.24

Br5：192.168.100.25

Br6：192.168.100.26

4Br62

6 6

 

图 4.15 最短路径示意图 

 

 

 

 

 


