BB

BEBHM— I web IR, AjpsEEHHE, ZERSMdkEHHRSIIEA

Jmap
WS STILREENFEE, STHNER SRR

I jmap -histo 14660 #7741 4 1 SL
2 jmap -histo:live 14660 #71& MHIFEINSEE], HPUTILFEPAIRES MR —full gc
FIFflog.txt, HABTNT:

#instances #bytes class name

6027049 190824296 [Ljava.lang.Object;
2481762 99270480 java.util.TreeMap$Entry
2409493 77103776 java.io.ObjectStreamClass$WeakClassKey
31998 43117528 [I
350162 35275656
409782 19669536 j .util.TreeMap
440067 14082144 j .util.TreeMap$KeyIterator
331461 10606752 j .lang.StackTraceElement
422453 10138872 j .io.SerialCallbackContext
9830520 javax.management.openmbean.CompositeDataSupport
7342560 java.lang.long
7288320 [B
6844112 java.lang.Boolean
6555728 java.util.TreeMap$EntrySet
6553808 java.util.TreeMap$KeySet
5809552 java.lang.Integer
5204256 java.lang.String
4562880 java.lang.management.ThreadInfo
4174224 java.util.HashMap
3966488 [Ljavax.management.openmbean.CompositeDatas
2285448 [Ljava.util.Hashtable$Entry;
2260896 java.util.Vector
2228296 [Ljava.lang.StackTraceElement;
1883752 java.io.ObjectStreamClass
1704720 java.util.Hashtable
1559520 java.lang.StringBuilder
1470760 java.security.ProtectionDomain
1143696 java.lang.Class
1132768 java.security.CodeSource
1046856 [Ljava.util.HashMap$Node;
1007776 java.util.concurrent.ConcurrentHashMap$Node
844200 javax.management.remote.rmi.RMIConnectionImpl$CombinedClassLoader
844200 javax.management.remote.rmi.RMIConnectionImpl$CombinedClassLoader$ClassLoaderirapper
844128 com.sun.jmx.remote.util.OrderClasslLoaders
761200 java.lang.reflect.Method

e num: &S
e instances: SLfEE
e bytes: HRZEIK/NM

e class name: 2&ZFR, [Cisachar[], [Sisashort[], [lisaint[], [Bisa byte[],

HER

[[I'is a int[][]



HRFdump

I jmap -dump:format=b,file=eureka.hprof 14660

BALARERF G B SHIdump X HHRFRAIIR R, TTREESALR)
1. -XX:+HeapDumpOnOutOfMemoryError
2. -XX:HeapDumpPath=./  (8&1%)

RS
I public class OOMTest

public static List<Object> list = new ArrayList<>

// IVMEE
6 // -XmslOM -Xmx1OM -XX:+PrintGCDetails -XX:+HeapDumpOnOutOfMemoryError -XX:HeapDumpPath=D:\jvm.dump
public static void main(String[] args
8 List<Object> list = new ArrayList<>
int i =0
10 int j =0

11 while (true



12 list.add(new User(i++, UUID.randomUUID().toString()));
13 new User(j--, UUID.randomUUID().toString());

4}
15}
16}

AL ARjvisualvmii S TRSANiZdump X431

8%  *|@ [heapdunp] jvm. dusp |
C [heapdump] jvm. dump

£ Dunp

G| OBE ©X o TP QoL FHE B ow

i3
=
.

4,
1,.
1,...

1,...07
44,
50...
36...

Jjava. lang. ref.Finalizer
Jjava. util. TreeNap$Entry
Jjava. lang. Object[]

int[]

Java.util. HashMap$Node
bytel]

sun. nisc. FDBigInteger

Jjava. lang. Integer
Jjava.util. Hashtable$Entry
Jjava.util. LinkedAashNap$Entry
Jjava. lang. String[]

Jjava. util. concurrent. Concurr

Java. lang. ref. SoftReference
Jjava.net. URL

Java. lans. Object

Jjava. security. Provider$§ServiceKey
Jjava.io. ExpiringCache$Entry

sun. nisc. URLClassPath§JarLoader
Jjava.util. BashMap

Jjava.util. HashMap$Node[]

sun. util. locale. LocaleObjectCache3CacheEntry
Jjava. lang. ref. ReferenceQueue$Lock

Jjava. lang. ref. ReferenceQueue
Jjava.io.ObjectStreanField

Java. security. Provider$EngineDescription
Java. security. Provider3UString

Jjava. lang. reflect. Cons tructor

Java. security. Provider$Service

Jjava. util. VeakHashNap$Entry[]

java.util.

Jstack

Fijstack i 2idEskaess, TGl
1 public class DeadLockTest {

2
3 private static Object lockl = new Object();
1 private static Object lock2 = new Object();

6 public static void main(String[] args) {
7 new Thread(() -> {

8 synchronized (lockl) {

9 try {

10 System.out.println("threadl begin");
1l Thread.sleep(5000) ;

12} catch (InterruptedException e) {
13 }

14 synchronized (lock2) {

15 System.out.println("threadl end");
16}

17}

18 }).start();

20  new Thread(() -> {

21 synchronized (lock2) {

22 try {

23 System.out.println("thread2 begin");
24 Thread.sleep(5000) ;

25 } catch (InterruptedException e) {
26}

27 synchronized (lockl) {

28  System.out.println("thread2 end");
29}

30}



start

System.out.println("main thread end"

64 waiting for monitor entry [0x000000002

dLockTe
00000007

"Thread-1" 724

prio=5 L5k =5
tid=0x000000001fa9e000 ZFEid
nid=0x2d64 ZFEXIRATAM R RRNid
java.lang.Thread.State: BLOCKED ZeA2ik7S

0000000003. >t 0x000000076b6

ct 0x0000000

ERTLARjvisualvm B S IZEH , ,

C DeadLockTest (pid 17072)

4 LERTM,
SEERR: 11 X  ISMIEI ST 42 Dump
STIER: 8 HERE—445TE Dunp DARIREZES -

B L% x
@ nE: FAdiE

G 17:37:05 17:37:10 17:37:15 17:37:20 17:37:25 17:37:30 17:37 &1T Hit -
OJUE server commaction timec 015 364, 343 ns
BRUI Scheduler (0) 0 1s 364,343 ns
BRI TCP Connection(1)-192. 1 364,343 ns 364,343 ns
BRUI TCP Accept—0 364,343 ns 364,343 ns
BDestroyTavalll 364,343 ns 364, 343 ns
BThread-1 0 1s 364, 343 ns

B Thread-0 0 ms 364, 343 ns
Battach Listener 364, 343 ns 364, 343 ns
Bsignal Dispatcher 364,343 ns | 364, 343 ns
OFinalizer 018 364, 343 ns
OReference Handler 0 ms 364, 343 ns

ORML TCP Commection(2)-192.1 56,045 ms (48.3% 116,112 ms

iZ2iEiEjvisualvm
BiEiEjarfEFIMXig Ot E



I java -Dcom.sun.management.jmxremote.port=8888 -Djava.rmi.server.hostname=192.168.65.60 -Dcom.sun.management.jmxremot
e.ssl=false -Dcom.sun.management.jmxremote.authenticate=false -jar microservice-eureka-server.jar

PS:

-Dcom.sun.management.jmxremote.port J9iziEH 287 M X
-Djava.rmi.server.hostname JimigH|28IP

tomcathIJMXERE: Ecatalina.sh3{4+BHRE—JAVA OPTSHIEIED F—iHEIMN FERET

1 JAVA_OPTS="$JAVA_OPTS -Dcom.sun.management.jmxremote.port=8888 -Djava.rmi.server.hostname=192.168.50.60 -Dcom.sun.ma
nagement.jmxremote.ssl=false -Dcom.sun.management.jmxremote.authenticate=false"

EEMA TROEEE

| systemctl stop firewalld #lfif % k%

jstackisth A cpumERILIZEIRER

I package com.tuling.jvm

L x IBATUAREY, cpussiilE
5 */
6 public class Math

8 public static final int initData = 666

9 public static User user = new User

11 public int compute /AT N — B it A [X 32k
12 inta=1
13 int b =2

1 int ¢ = (a +b) * 10

15 return c

18 public static void main(String[] args
19 Math math = new Math
20  while (true

math.compute

1, ERA®HStop -p <pid> , BREjavaitfiZHINFER, pid2{Fijavaitigs, Han19663

top - 23:35:47 up 1:13, 5 users, load average: 1.65, 1.43, 0.81

Tasks: 1 total, 0 running, 1 sleeping, 0 stopped, 0 zombie

%Cpu(s): 99.0 us, 0.3 sy, 0.0 ni, 0.0 id, 0.0 wa, 0.0 hi, 0.7 si, 0.0 st
KiB Mem : 2869804 total, 1962896 free, 416208 used, 490700 buff/cache
KiB Swap: 2097148 total, 2097148 free, 0 used. 2174036 avail Mem

SER PR NI VIRT RES SHR § MEM TIME+ COMMAND

19663 [root 0 2709764 21584 10620 5/99.0 0.8 8:17.30 java

2, &H, REBMEENAEER



top - 23:36:24 up 1:13, 5 users, 1load average: 1.77, 1.49, 0.85
11 total, 1 running, 10 sleeping, 0 stopped, 0 zombie
: 99,7 us, 0.0 sy, 0.0 ni, 0.0 id, 0.0 wa, 0.0 hi, 0.3 si, 0.0 st
2869804 total, 1962896 free, 416208 used, 490700 buff/cache
2097148 total, 2097148 free, 0 used. 2174036 avail Mem

o°
m

NN NoNoNoloNoNen] =

COMMAND

LR LR L]
cooooo oo o0
coocoooo@o o
coocoooOo@OO

3, HAINFHIcpuHRRSIZIEtd, 19664
4, B+7NHIEE] 0x4cd0, I HRERRIdAH StEIRR
5, T jstack 19663|grep -A 10 4cd0, BRILFEHEIREEF 4cd0 XNMEFERETHIEE 1017, MHERFRRILUAIISE cputi=aiE
R7EE
[root@localhost ~]# jstack 19663 |grep -A 10 4cd@
"main" #1 prio=5 os _prio=0 tid=0x00007fbb30009800 |nid=0x4cdf| runnable [0x00007fbb380e5000]
java.lang.Thread.State: RUNNABLE

at com.tuling.jvm.Math.main(Math.java:22)

"VM Thread" os_prio=0 tid=0x00007fbb3006e000 nid=0x4cdl runnable

"VM Periodic Task Thread" os_prio=0 tid=0x00007fbb300b7000 nid=0x4cd8 waiting on condition

INI global references: 5

6, EEXNAIHEEEE H TR AR

Jinfo
EEDE(THava R AR B

BEjVMEISE

J

EEjavagk iz

): info —

A. VII. S

a. Tun
ya. awt.
arch =

endo

« CLILD



Jstat

jstatip S BEHENFEHoIERZE, URNEENEE. aSiEiuT:
jstat [-ap<$iEIn] [vmid] [[EIFRRTIENERY)] [EifRES]

FE [FARjdkRAE]dk8

RR BT

jstat -gc pid &R, TLUHEEFREERARGCENERER

e SOC: %—/\$TE537C/J\ EA{iKB

e S1C: BINFEFRAIKN

o SOU: E—P=FXAERAN

o S1U: BEIANFEEFXAERAN

e EC: REERXAIAN

e EU: FEREXERKN

e OC: ZBEFEAKX/N

e OU: EBEMRFERKRN

e MC: HERKNGTEHE)

e MU: FERERKN

o CCSCEgazk=s[aA

o CCSU:E4EzR=s/aERAR/N

e YGC: FREMRLIREIBDRE

o YGCT: FihiREIRGEFERE, Bfis

e FGC: ZHFRLIREBURE

e FGCT: EHFRLIREMCEFERE, Bis
GCT: HaREMGEFESRTE, s

i&liﬂ_ Q}Erl'

e NGCMN: HiERBINBE
e NGCMX: FERBATE
e NGC: HpiFERBE
e SOC: B—FEEXKN
o S1C: BINEERAIAN
e EC: REERXAIAN
e OGCMN: ZERB/NBE
e  OGCMX: EBFEREBARE
e OGC: HEIBEFKRN
o OC:HFIEFRAN
e  MCMNE/NTHIERE
o MCMX: BATTEHIERE
e MC: HpIyEuR=AAN
e CCSMN: F/INEAESEZTSEAN
o CCSMX: EKEFaE=EAN
o CCSC: HpiEgas=aAN
e YGC: FR{gaks
FGC: BHFHGCOREL

tﬁiﬁiﬂﬁﬁluﬁ%ﬁ'




e SOC: B—PMEFEXHAN

o S1C: BINFEFRAIA/N

e SOU: E—P=FXAIERAN

o S1U: BETAFEEFXRAERAN

o TTNSRERERTEANRE

o  MTITWRERFEREENRRIREL

o DSSHREEAYSEGFXA/N

e  EC: FEEXAXN

e EU: FEIEKXAIERRN

e YGC: FRALAREIKUREL
YGCT: SR EHREIKGEFERTE

ﬁiﬁﬂf%ﬁ

e NGCMN: sFERBENEE

e  NGCMX: FERRATE

e NGC: HEirERBE

e SOCMX: BRAFEFIXAN

e SOC: HEIEFTXAKN

e SICMX: BAFERF2XA/N

o S1C: HFIEFXKN

e ECMX: ERAFEEXAKN

e EC: HFIFAREKAKN

e YGC: FRALIREIKUREL
FGC: ZHAEBURE

%ﬁﬁhﬁ@%ﬁﬁ

e MC: BHiERAKN

e MU: FFEKERKRN

o CCSCE4ase=siak

o CCSU:ER#4aze=salfsERAAR N

o OC: E\EAA/N

e OU: EBFMRFERRN

e YGC: FREMRLIREIBDRE

e FGC: ZBEAULIREIKIREL

e FGCT: EFRLIREIKGEFERE
GCT: bREIRCEFER AT

%Eﬁﬂf%ﬁ

e OGCMN: ZFERENESE

o  OGCMX: EBFEREARE

e OGC: HEiBffLA/N

e OC: ZLEAKX/N

e YGC: FREMRLIREIBORE

e FGC: ZBHALIREIKIRER

e FGCT: EFALOREIWGEFERE
o GCT: hiREIKGEFES AT E

TCEUEZ ALt



e  MCMN:B/NTEIESE

e  MCMX: RATHIESE

e MC: HEIrTEUE=EAR/N

e CCSMN: B/INE4ESEZSER/N

e CCSMX: EEREgRZE=EA/N

e CCSC: HRpIEgEZE=REAN

e YGC: FRALIREIKOREL

e FGC: ZHFMALIREIKURE

o FGCT: EBHFARLAREISGHEFERIE
GCT: HAREMNGEFEERTE

o S1: F=F2XMAENELLA

o E: FEEXEHERLA

o O: BEMR(ERLLG

o M: FTEUEX{ERELA

o CCS: E4afERLLA

o YGC: FREMRLIREIBURE

e FGC: ZHFMALIREIBURE

o FGCT: BEALIREIKGEFERE
o GCT: LR ENGHFESRTE

JVMIETTIiRR TR

F jstat gc -pid @p<HLITEHIT—LXREEE, 87 XLEESTURAZANMEBINNCREE, SEECHRRRE—LAIHEMTN
WM, HUIEREA/N, FRAK, EdenflSurvivorfItEfl, EBEARAN, KUKRHRE, KTSHEANEFANRES.

FRANSIGIKAESR

AILATERS jstat -gc pid 1000 10 (EFR1FHITURGS, HHIT10R), @BITWEEU(edenXAERR)FitE B eden AL S /3T
%, NRRFZHHE S, TLUERR1FIGEH 19, EE100MRNEENER. T8, —REKTLEIEITNEE]R, FUEERER
ERYRES BMEEARRIE R FITSRIEKIESE,

Young GCRIfMASTERFNEIRFERT
AHEFER AN SIS ERIA IR AR IBedenX AU A/IMEE H Young GCAEZ Afik—IX, Young GCHITEIRERT AT LA YGCT/YGC
ANEH, REEREINAHRENERAXES I EEIYoung GCRIMTRIIS X,

#|iXYoung GCRAESIHRFEHENEFR

XAMEAZBIEEAHANEYoung GCAIRER, RIRRESHHP—IR, BBARLMITES jstat -gc pid 300000 10, MERERLEReden,
survivorflEFAERNEXIER, EERgdFedenXER—REXIERL, survivorfIEFREETEIEK, XEBKANSMESX
Young GCETFEATNIR, EREALIELERYoung GCEHEZFAAMS ISR, NMALHERHEFASIBIKERE,

Full GCRORMA SRR IR FERT
E T ZERNRANS KRR ATLMER L Full GCRIASIERT , Full GCRIERFERI AT LA AR FGCT/FGC iT&E15H.

A BIRE L SERMEREILEXYoung GCEMEENS/INTFSurvivorXigi50%, EPBIFEFRKE, REFIISHANESE
. REFDFull GCRSRER, BREEFull GCRFIVMILEERISIR.,

fEEBArthasi¥fi#



Arthas 2 Alibaba 7£ 2018 £ 9 BFFIRAY Java i2BiTH, XKFIDK6+, RAGSITREEIN, aILUSENERFIZET
% FREFIE T, Arthas ESFSMETD1FHM, 0 Attps//alibaba.github.io/arthas

Arthas{EfizS
152 T Arthas s2EXEFEMITNEE, 1L Arthas BEIFVEBETESR. TENXFIZE/VIMERNGERER, BELAER%
SALERET Arthas ZFETIRE,
1. BEBAE M 2RUAkREER RIS TINR?
2. AtA CPU XFHET, EREMELAT CPU?
3. IBITNZEAEEIEI5? BEEE?
4. BFRIETRNERK, 2WERANIURKIE? aaisung?
5. XN jar BLINEAT? A ASHREFISEIERRAY Exception?
6. EEHIRBATARBHIITE? HWEEHKIZ commit? $3IEET?
7. 1BRIRRTiEELZ L debug, ¥ERBEESMBEEEFRAMHL?
8. BHAINERILAGIEE JVM BISCRNEITIRES?

Arthas{#[
| # github N#karthas
2 wget https://alibaba.github.io/arthas/arthas-boot.jar
3 # B Gitee P
t wget https://arthas.gitee.io/arthas-boot.jar
Fijava -jariz{TR0e], BILURBIES ERE avai e FA X B ZRIESE T 7 — MrthasiliiZRr, KB TS)

root@localhost locall# java -jar arthas-boot.jar
[ ] arthas-boot version: 3.3.3

[ ] Found existing java process, please choose one and input the serial number of the process, eg : 1. Then hit ENTER.
< [1]: 22964 com.tuling.jvm.Arthas

I package com.tuling.jvm

3 import java.util.HashSet

5 public class Arthas

private static HashSet hashSet = new HashSet

9 public static void main(String[] args
10 // B cpu i

11 cpuHigh

12 // BHULFRIEHL

13 deadThread

14 // AW hashset &M IN¥E

15 addHashSetThread

18 /**

19 * KW hashSet AR IMEE

20 K/

21 public static void addHashSetThread
/] PR H
new Thread ->

24 int count = @

25 while (true

26 try

27 hashSet.add("count" + count

28 Thread.sleep (1000

29 count++

30 catch (InterruptedException e

31 e.printStackTrace


https://alibaba.github.io/arthas

2}

33}
34 }).start();
35}

37 public static void cpuHigh() {
38  new Thread(() -> {

39  while (true) {

41}

42 }).start();
43}

44

45 /x*

16 * FEBL

47 */

48 private static void deadThread() {
49 /*x GUEEBRIR */

50 Object resourceA = new Object();

51 Object resourceB = new Object();

52 /) GUELRE

53 Thread threadA = new Thread(() -> {
54  synchronized (resourceA) {

55 System.out.println(Thread.currentThread() + " get ResourceA");

56  try {

57 Thread.sleep(1000);

58 } catch (InterruptedException e) {

59 e.printStackTrace();

60 }

61 System.out.println(Thread.currentThread() + "waiting get resourceB");
62 synchronized (resourceB) {

63 System.out.println(Thread.currentThread() + " get resourceB");

64 }
65 }
66 });
67

68 Thread threadB = new Thread(() -> {
69 synchronized (resourceB) {

70  System.out.println(Thread.currentThread() + " get ResourceB");

71 try {

72 Thread.sleep(1000);

73} catch (InterruptedException e) {

74 e.printStackTrace();

7%}

76  System.out.println(Thread.currentThread() + "waiting get resourceA");
77 synchronized (resourceA) {

78  System.out.println(Thread.currentThread() + " get resourceA");

79}
80 }
81 });

82  threadA.start();
83  threadB.start();
84 }

85 }

EEEHIERS 1, HAHIEERERE



root@localhost locall# java -jar arthas-boot.jar
] arthas-boot version: 3.3.3
] Found existing java process, please choose one and input the serial number of the process, eg : 1. Then hit ENTER.
: 22964 com.tuling.jvm.Arthas

arthas home: /root/.arthas/lib/3.3.6/arthas
Try to attach process 22964

Attach process 22964 success

arthas-client connect 127.0.0.1 3658

[
[
[
*
1
[
[
[
[

https://alibaba.github.io/arthas
tutorials https://alibaba.github.io/arthas/arthas-tutorials
i 3.3.6
22964
2020-07-03 18:31:10

HiNdashboardaJLIEEE MNHZREITEN, L2, NF. GC. BITHRIRER:

PRIORITY STATE % INTERRUPTED DAEMON
Thread-0 main 5
Timer-for-arthas-dashboard-bfbd5096-4f system
Attach Listener system
DestroyJlavaVM main
Finalizer system WAITING
Reference Handler system WAITING
Signal Dispatcher system
Thread-1 main
Thread-2 main
Thread-3 main
arthas-shell-server system
arthas-shell-server system
arthas-timer WAITING

.copy.count

.copy.time(ms)
.marksweepcompact.count
.marksweepcompact.time(ms)

Linux
3.10.0-957.10.1.e17.x86_64
1.8.0_201
/usr/local/jdk1l.8.0_201/jre
1.31

1

509s

[arthas@22964]$ [thread
[Threads Total: 17, NEW: 0, RUNNABLE: 8, BLOCKED: 2, WAITING: 4, TIMED WAITING: 3, TERMINATED: ©
PRIORITY s INTERRUPTED DAEMON

Thread-0 main

Attach Listener system

DestroyJavaVM main

Finalizer system WAITING

Reference Handler system WAITING

Signal Dispatcher system

Thread-1 main

Thread-2 main

Thread-3 main

arthas-shell-server system

arthas-shell-server system

arthas-timer system WAITING

as-command-execute-daemon system

nioEventLoopGroup-3-1 system

nioEventLoopGroup-3-2 system

nioEventLoopGroup-4-1 system

pool-1-thread-1 system WAITING
JAffect(row-cnt:0) cost in 121 ms.

B threadill E&T2ID vl EELLIE

[arthas@22964]% [thread 8

"Thread-0" Id=8 RUNNABLE
at com.tuling.jvm.Arthas.lambda$cpuHigh$l(Arthas.java:39)
at com.tuling.jvm.Arthas$$Lambda$1/471910020. run(Unknown Source)
at java.lang.Thread.run(Thread.java:748)

A thread -b AILIEEZIZILH

[arthas@22964]%|thread -b

"Thread-2" Id=10 BLOCKED on java.lang.Object@’cea2f35 owned by "Thread-1" Id=9
at com.tuling.jvm.Arthas.lambda$deadThread$3(Arthas.java:78)
- blocked on java.lang.Object@7cea2f35

- locked java.lang.Object@l7dd6f1ll
at com.tuling.jvm.Arthas$$Lambda$3/142257191. run(Unknown Source)
at java.lang.Thread.run(Thread.java:748)

BN jadiIRLB TLURRE, XETLUGERNEEEL LARESZERIRA




[arthas@22964]%|jad com.tuling.jvm.Arthas

ClassLoader:
-sun.misc.Launcher$AppClassLoader@defe2f2a
+-sun.misc.Launcher$ExtClassLoader@s6befOed

Location:
/usr/local/

package com.tuling.jvm;
import java.util.HashSet;

public class Arthas {
private static HashSet hashSet = new HashSet();

public static void addHashSetThread() {
new Thread(() -> {
int count = 0;
while (true) {
try {
while (true) {
hashSet.add( + count);
Thread.sleep( );
++count;

55F3 ognl @S AILIEEL FRATENE, EETLUENTENE
[arthas@23164]% [ognT dcom.Ttuling.jvm.Arthas@hashSet
@HashSet[

@String[countb9],

@String[count68],

@String[countb7],

@String[countl30],

@String[countl22],

@String[countl23],

@tring[countl20],

@tring[countl21],

@String[countl26],

@String[countl27],

@String[countl24],

@String[countl25],

@String[countb6],

@tringlcount65],

[arthas@23164]§ ognl "@com.tuling.jvm.Arthas@hashset,add( testi23" )"
(@Boolean[true]

BEnSERTLAhelpipSEE, HEENRY: https://alibaba.github.io/arthas/commands.html#arthas

GCHE#M#

XJFjava AFE( e LUEE — L EREFis TEEFRIgc BEE R eIk, AEotrgcBSRIXEIE SR, o
GCRE, BELIVMSEL,

FIENGCHETIE, FIVMSHERINSEL, %t AFRAdE

I -Xloggc:./gc-%t.log -XX:+PrintGCDetails -XX:+PrintGCDateStamps -XX:+PrintGCTimeStamps -XX:+PrintGCCause
2 -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10 -XX:GCLogFileSize=100M

TomcatNE#E/NTEIAVA OPTSZEEER,

MRS HHRGCHE
B TREFIIEX R gcHE

I java -jar -Xloggc:./gc-%t.log -XX:+PrintGCDetails -XX:+PrintGCDateStamps -XX:+PrintGCTimeStamps -XX:+PrintGCCause


https://alibaba.github.io/arthas/commands.html#arthas

2 -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10 -XX:GCLogFileSize=100M microservice-eureka-server.jar

TEHEFENNVMEIE—EB2 GCHE

Java HotSpot(TM) 64-Bit Server VM (25.45-b82) for windows-amd64 JRE (1.8.0_45-b14), built on Apr 10 2015 10:34:15 by "java_re" with MS VC++
V52010)
Nemory? 4k page, physical 16658532k(8816064k free), swap 19148900k (7122820k free)
CommandLine flags: -XX:InitialHeapSize=266536512 -XX:MaxHeapSize=4264584192 -XX:+PrintGC -XX:+PrintGCDateStamps -XX:+PrintGCDetails -
XX:+PrintGCTimeStamps -XX:+UseCompressedClassPointers -XX:+UseCompressedOops -XX:-UselLargePagesIndividualAllocation -XX:+UseParallelGC
2019-07-03T17:28:24.889+0800: 0.613: [GC (Allocation Failure) [PSYoungGen: 65536K->3872K(76288K)] 65536K->3888K(251392K), ©.0042006 secs] [T
user=0.00 s . real=0.00 secs]
2019-07-03T717:28:25.087+0800: 0.811: [GC (Allocation Failure) [PSYoungGen: 69408K->4464K(76288K)] 69424K->4488K(251392K), 0.0044453 secs] [T
user=0.00 s . real=0.00 secs]
2019-07-03717:28:25.277+0800: 1.001: [GC (Allocation Failure) [PSYoungGen: 70000K->4934K(76288K)] 70024K->4966K(251392K), 0.0034056 secs] [T
.00 sys=0.00, real=0.00 secs]
17:28:25.424+0800: 1.148: [GC (Allocation Failure) [PSYoungGen: 78470K->5168K(141824K)] 70502K->5208K(316928K), 0.0034983 secs] [
real=0.00 secs]
.180+0800: 2.904: [GC (Metadata GC Threshold) [PSYoungGen: 54010K->6160K(141824K)] 54050K->6272K(316928K), 0.0049121 secs
s: .00 sys=0.00, real=0.00 secs]
2019-07- 03T17:28:27.185+0806: 2.909: [Full GC (Metadata GC Threshold) [PSYoungGen: 6160K->0K(141824K)] [ParOldGen: 112K->6056K(95744K)] 6272H
(237568K), [Metaspace: 20516K->20516K(10690856K)], 0.0209707 secs] [Times: user=0.03 sys=0.00, real=0.02 secs]
2019-07-03T717:28:29.831+0800: 5.555: [GC (Allocation Failure) [PSYoungGen: 131072K->2528K(209920K)] 137128K->8592K(305664K), ©.0030923 secs]
sys=0.00, real=0.00 secs]
2019-07-03T17:28:30.268+0800: 5.992: [GC (Allocation Failure) [PSYoungGen: 209888K->5524K(264192K)] 215952K->11596K(359936K), 0.0052478 secs
Times: user=0.13 sys=0.00, real=0.91 secs]
2019-087-03717:28:31.086+0800: 6.810: [GC (Allocation Failure) [PSYoungGen: 262548K->7136K(334336K)] 268620K->15752K(430080K), 0.0078223 secs
Times: . =0.00, real=0.01 secs]
2019-07- 17:28:32.062+0800: 7.787: [GC (Metadata GC Threshold) [PSYoungGen: 82699K->6956K(336384K)] 91316K->17421K(432128K), 0.0063670 secq
Times: user=0.13 sys=0.00, real=0.01 secs]
2019-07-03717:28:32.069+0800: 7.793: [Full GC (Metadata GC Threshold) [PSYoungGen: 6956K->@K(336384K)] [ParOldGen: 10465K->16147K(163840K)]
16147K(500224K) , taspace: 33864K->33864K(1079296K)], ©.1122566 secs] [Times: user=0.74 sys=0.02, real=0.11 secs]
2019-07-03T717:28:36.475+0800: 12.200: [GC (Allocation Failure) [PSYoungGen: 327168K->7784K(398848K)] 343315K->23939K(562688K), ©.0054645 secq
Times: user=0. syc 8 00, real=0.01 secs]
2019-087-03T17:28:39.563+0800: 15.287: [GC (Allocation Failure) [PSYoungGen: 398440K->9716K(444416K)] 414595K->27681K(608256K), ©.0088174 secq
Times: user=0.11 sys= 9 92, real=0.91 secs]
2019-07-03T717:28:40.607+0800: 16 1: [GC (Allocation Failure) [PSYoungGen: 444484K->9544K(469504K)] 462369K->33090K(633344K), 0.0106355 secy
sys=0.03, real=0.01 secs]
:44.479+0800: 20.203: [GC (Allocation Failure) [PSYoungGen: 467272K->11871K(470016K)] 490818K->35426K(633856K), ©.0292316 sed
Times: user=0. sys=0.03, real=0.03 secs]
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I java -jar -Xloggc:./gc-adjust-%t.log -XX:MetaspaceSize=256M -XX:MaxMetaspaceSize=256M -XX:+PrintGCDetails -XX:+Print
GCDateStamps

2 -XX:+PrintGCTimeStamps -XX:+PrintGCCause -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10 -XX:GCLogFileSize=100M

3 microservice-eureka-server.jar
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I public class HeapTest

3  byte[] a = new byte[1024 * 100]; //100KB



5 public static void main(String[] args) throws InterruptedException {
6 ArraylList<HeapTest> heapTests = new ArrayList<>();

7 while (true) {

8 heapTests.add(new HeapTest());

9 Thread.sleep(10);

1 -Xloggc:d:/gc-cms-%t.log -Xms50M -Xmx50M -XX:MetaspaceSize=256M -XX:MaxMetaspaceSize=256M -XX:+PrintGCDetails -XX:+P
rintGCDateStamps

2 -XX:+PrintGCTimeStamps -XX:+PrintGCCause -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10 -XX:GCLogFileSize=100M
3 -XX:+UseParNewGC -XX:+UseConcMarkSweepGC
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1 -Xloggc:d:/gc-gl-%t.log -Xms50M -Xmx50M -XX:MetaspaceSize=256M -XX:MaxMetaspaceSize=256M -XX:+PrintGCDetails -XX:+Pr
intGCDateStamps

2 -XX:+PrintGCTimeStamps -XX:+PrintGCCause -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10 -XX:GCLogFileSize=100M
-XX:+UseG1GC
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£ JVM Heap Size

Generation JVM Heap size - Allocated vs Peak (mb)

Young Generation 512 mb 420.99 mb | |
Old Generation 516 mb 220.81 mb allocated
Perm Generation 1gb n/a
Young + Old + Perm 2.01gb 566.32 mb
peak usage mb
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¢ Tips to reduce GC Time

(CAUTION: Please da thorough testing before implementing out the recommendations. These are generic recommendations & may

+ 55.0% of GC time (i.e 220 ms) is caused by "Metadata GC Threshold'. This GC is triggered when metaspace got filled up and JV\V
Solution:
If this GC repeatedly happens, increase the metaspace size in your application with the command line option '-XX:MetaspaceSize

v 12.63% of GC time (i.e 95 ms) is caused by 'Evacuation Failure'. When there are no more free regions to promote to the old g
the heap cannot expand since it is already at its maximum, an evacuation failure occurs. For G1 GC, an evacuation failure is ver
G1 needs to update the references and the regions have to be tenured. b. For unsuccessfully copied objects, G1 will self-forwai
Solution:

1. Evacuation failure might happen because of over tuning. So eliminate all the memory related properties and keep only min :
Use only -Xms, -Xmx and a pause time goal -XX:MaxGCPauseMillis). Remove any additional heap sizing such as -Xmn, -XX:NewsS
2. If the problem still persists then increase JVM heap size (i.e. -Xmx)

3. If you can't increase the heap size and if you notice that the marking cycle is not starting early enough to reclaim the old gen
XX:InitiatingHeapOccupancyPercent. The default value is 45%. Reducing the value will start the marking cycle earlier. On the otl
not reclaiming, increase the -XX:InitiatingHeapOccupancyPercent threshold above the default value,

4. If concurrent marking cycles are starting on time, but takes long time to finish then increase the number of concurrent mark
XX:ConcGCThreads'.

5. If there are lot of 'to-space exhausted' or "to-space overflow’ GC events, then increase the -XX:G1ReservePercent. The default
value at 50%.
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